
1. Root finding 

Formulate Newton’s method for solving the nonlinear 2 2×  system of equations 
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In the same style as how one proves quadratic convergence in the scalar case for ( ) 0,f x = show quadratic 
convergence (assuming sufficient smoothness of  f, g, root being simple, etc.) in the 2 2×  case. Assuming the root 

,x yα β= = to be of multiplicity one, define ,n n n nx yε α η β= − = − , and show that both 1nε +  and 1nη +  are of 

size 2 2( , ).n nO ε η .      

 

Solution: 

We first recall the proof for the scalar case ( ) 0f x = . Newton then becomes 1
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f x+ = −  With ,n nx α ε= +  

this can be written as 1'( )( ) ( ).n n n nf x f xε ε+ − = −  Re-expanding around the root α  gives 
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+ − = − + +  The expression '( )n fε α  cancels between the two sides, 

and we are left with 2
1 ( ).n nOε ε+ =   

 

In the 2x2 case, the Newton system takes the form 
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For simplicity, denote quantities of sizes 2 2( , ), ( , )n n n nO Oε η ε η  by 2( ), ( ),O OΔ Δ  respectively. Expanding the matrix 

and the right hand side (RHS) of (1) around the root ( , )α β  (rather than evaluating at ( , )n nx y )  changes (1) to 
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Multiplying by the inverse of 
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2. Quadrature 

 

 

 

 

  



3. Interpolation / Approximation 

Assuming that , 0,1,2,n nϕ =   form a set of orthogonal polynomials of degrees n over some interval [a,b] with 
weight function w(x) > 0, show that they obey a three-term recursion relation of the form 

1 1( ) ( ) ( ) ( ) 0, 1,2,3,n n n n n nx a x b x c x nϕ ϕ ϕ+ −− + + = =    

where the coefficients , ,n n na b c  do not depend on x. 

 

Solution: 

Given the polynomials ( ),n xϕ  we can determine , ,n n na b c  such that we eliminate the terms of degrees 

1, , 1n n n+ − appearing in 1( ).n xϕ + Instead of a zero in the right hand side (RHS), one might expect it to become a 

polynomial of degree n-2, which we can write as  2 2 3 3 1 1 0 0.n n n nd d d dϕ ϕ ϕ ϕ− − − −+ + + +  It remains to show that all 

these d-coefficients vanish. Thus, form the scalar product of the LHS with ( ),k xϕ  with 0 2.k n≤ ≤ −  We want to 
show that each of the four terms in the LHS then vanish. 

1( , ) 0n kϕ ϕ+ =  due to orthogonality  

( , ) :n kxϕ ϕ   Move across the “ x ”; then rewrite ( )kx xϕ  as an expansion in 1 0, , , .k kϕ ϕ ϕ+   The polynomial 

( )n xϕ  is orthogonal to all these, since 2.k n≤ −   

( , )n kϕ ϕ  and 1( , )n kϕ ϕ− both vanish, again since 2.k n≤ −   

Hence, all the coefficients kd  vanish, and therefore so does any possible non-zero RHS of the recursion relation. 

  



4. Linear Algebra 

 

 

 

 

 

  



 

5. ODE 

Consider the 4th order Adams-Bashforth scheme (AB4) for solving the ODE ' ( , )y f x y= : 

  ( )1 1 2 355 59 37 9
24n n n n n n
hy y f f f f+ − − −= + − + −  . 

a. Apply the root condition to this scheme. Explain the outcome of the test, and explain what information 
this provides regarding the scheme. 

b. The Matlab code  

 r  = exp(complex(0,linspace(0,2*pi))); 
xi = 24*(r.^4-r.^3)./(55*r.^3-59*r.^2+37*r-9); 
plot(xi); 
  

  generates the figure shown to the right.  

i. Derive the relation used in the code.  

ii. Explain (no need to do the algebra) how you 
would go from the figure to obtain the stability 
domain for the AB4 scheme. 

iii. Explain what information a stability domain 
conveys.  

 

 

  

Solution: 

a. To apply the root condition, we apply the scheme in question to the ODE ' 0y = , which in this case gives 

the linear recursion relation  1 0n ny y+ − = , with characteristic equation 1 0r − = . The root condition tells that a 
scheme is stable when all roots are on or inside or on the periphery of the unit circle, and the ones on the unit 
circle have multiplicity one. With only one root r = 1 in the present case, the root condition is obviously satisfied.  

The key information this provides is that, if furthermore consistency is satisfied (which is the case here, since the 
scheme has accuracy 1st order or better), numerical solutions to ' ( , )y f x y=  will converge to the true ones when 
the step size 0h → .    

 

b.  

i. Stability domains are obtained when applying a scheme to the ODE 'y yλ= . We obtain here

( )1 1 2 355 59 37 9
24n n n n n n
hy y y y y yλ

+ − − −= + − + − . Write hλ ξ= , and note that this is a linear recursion relation with 

characteristic equation ( )4 3 255 59 37 9
24

r r r r rξ= + − + − . Solving this relation for ξ  gives the relation used in 

the Matlab code. 



 

ii. The generated curve marks all possible ξ -values for when a root r is on the periphery of the unit circle. If 
ξ  crosses a curve segment, a root moves between the inside and the outside of the unit circle. The stability 
domain (in the complex ξ -plane) is characterized by no root falling outside the unit circle. In order to check when 
this is the case, one needs to select a test point ξ  inside each of the enclosed regions, and for this ξ -value check 
the four roots r. Doing so, one will find that the enclosed region just left of the origin satisfies all r-roots being 
inside the unit circle, but none of the other regions do. For example, crossing the boundary in the upper or lower 
right loops corresponds to a root r moving across the unit circle while another root remains outside it.  

iii. For ODEs of the form 'y yλ= , the stability domain tells the values of h for which there are no growing 
numerical solutions. (Not part of the present question: If an ODE system is obtained from Method-of-Lines 
discretization of a time dependent PDE, it provides information on the step sizes that can be used in time vs. 
space).  

 

 

6. PDE 

 

 

  



 

 


