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Abstract

Radial basis function (RBF) approximations have been used for some time to interpolate data on a sphere (as well as on
many other types of domains). Their ability to solve, to spectral accuracy, convection-type PDEs over a sphere has been
demonstrated only very recently. In such applications, there are two main choices that have to be made: (i) which type of
radial function to use, and (ii) what value to choose for their shape parameter (denoted by ¢, and with flat basis functions —
stretched out in the radial direction — corresponding to ¢ = 0). The recent RBF-QR algorithm has made it practical to com-
pute stably also for small values of ¢. Results from solving a convective-type PDE on a sphere are compared here for many
choices of radial functions over the complete range of ¢-values (from very large down to the limit of ¢ — 0). The results are
analyzed with a methodology that has similarities to the customary Fourier analysis in equispaced 1-D periodic settings. In
particular, we find that high accuracy can be maintained also over very long time integrations. We furthermore gain
insights into why RBFs sometimes offer higher accuracy than spherical harmonics (since the latter arise as an often
non-optimal special case of the former). Anticipated future application areas for RBF-based methods in spherical geom-
etries include weather and climate modeling.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Many application areas, such as geophysics (including weather and climate modeling), astrophysics, quan-
tum mechanics, etc. require PDEs to be solved in spherical geometries. Flyer and Wright [7,8] have recently
shown that an RBF-based pseudospectral (PS) approach can be very successful for solving wave-type PDEs

* Corresponding author. Tel.: +1 303 492 5915; fax: +1 303 492 4066.

E-mail addresses: fornberg@colorado.edu (B. Fornberg), piret@colorado.edu (C. Piret).
! The work was supported by the NSF Grants DMS-0309803, DMS-0611681, and ATM-0620068.
2 The work was supported by the first two NSF Grants mentioned above.

0021-9991/$ - see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcp.2007.11.016



B. Fornberg, C. Piret! Journal of Computational Physics 227 (2008) 2758-2780 2759

(such as pure convection equations and the shallow water equations) on a spherical surface. Compared to
other spectral approaches, such as double Fourier methods [13,28,29,35], spherical harmonics methods
[2,19,21,37,39], and spectral element methods [18,30,36,38,40], they found the RBF approach to be particu-
larly promising since it features

e algebraic simplicity (complete codes for PDE test cases are often less than 50 lines of Matlab),
e immediate generalizability from spherical to arbitrarily shaped surfaces, and
e opportunities for combining spectral accuracy with local refinement.

Most RBFs depend on a shape parameter ¢, with ¢ — 0 corresponding to the limit of increasing flatness.
Lowering the value of ¢ usually increases the resulting accuracy to some point when one or both of the fol-
lowing two factors halt or reverse this trend:

(1) Onset of disastrous numerical ill-conditioning if using a direct implementation of the RBF procedure
(denoted RBF-Direct, to be explained in Section 2.1).

(2) Onset of a Runge phenomenon reminiscent of that for polynomial interpolation, as explained in [17],
Section 3 (potentially disastrous mainly in the presence of boundaries or variable node densities, else
mainly setting a limit for the accuracy that can be reached).

Fig. 1 illustrates these two factors in three different cases from the literature. The top row of subplots shows
how the error varies with ¢ when solving a Poisson equation over a unit disk, as described in [25]. The dashed
comparison line shows the accuracy that is reached with the previously most accurate available procedure,
Fourier pseudospectral (PS) in the angular direction and Chebyshev PS radially. In all cases, the resolution
was 16 nodes on the boundary and 48 in the interior. In the top right subplot, computational ill-conditioning
for small ¢ was eliminated with the Contour—Padé algorithm [15]. The middle row of subplots shows similar
trends in the context of interpolating a Gaussian bell over the surface of a sphere when using n = 1849 nearly
uniformly distributed nodes. For further details in this case, see [14]. The RBF-QR algorithm, introduced in
that work, was used (instead of the Contour—Padé algorithm) to eliminate the ill-conditioning for the right
subplot. The single subplot in the bottom row (with data and further explanations given in [7]) shows the
max norm error after a cosine bell has been convected once around the sphere when solving the time depen-
dent PDE (5), to be described later in Section 3. The main goal of the present study is to explore this last test
case further, in particular when the numerical ill-conditioning for low ¢-values has been eliminated. By means
of both numerical computations and through some novel analysis, we will

(1) Explore how the accuracy varies with
e RBF type,
e Shape parameter (for full range of ¢ > 0),
e Length of time integration.
(2) Discuss the ¢ = 0 case since this, as was found in [14], is usually equivalent to using spherical harmonics
(SPH) in place of RBFs.

We present in Section 2 first a very brief introduction to RBF interpolation, and we then quote some rel-
evant results from the literature, such as the significance of the flat basis function limit. The convective PDE
and results using one type of RBF discretization are presented in Section 3. We extend in Section 4 these
results to also include a large number of different RBF choices, again over the full range of e-values. In the
present context, the differences in performance between the smooth RBF types are found to be minor, whereas
the performances of the non-smooth RBF are much inferior. Some of these results can be understood through
the analysis in Section 5, generalizing to scattered node situations on the sphere the Fourier-based arguments
that are routinely used on equispaced periodic problems in 1-D. In Section 6, focusing on summaries and con-
clusions, we again address why (in the present context of long time integration), smooth basis functions are
superior to non-smooth ones, regardless of whether the solution that is convected is smooth or not. The
Appendices A and B provide technical details on some RBF-QR implementation issues.
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Fig. 1. RBF errors in three applications, displayed as functions of the shape parameter ¢. The three rows of subplots reproduce data from
[25,14,7], respectively. The abbreviations MQ, IQ, and GA are explained in Section 2. The present work will provide the missing bottom
right subplot (cf. Fig. 17).

2. RBF methodology
2.1. The form of an RBF interpolant

The basic RBF interpolant takes the form

s(x) =Y Ad(llx —xl), (1)
i=1
where || - || denotes the Euclidean norm. In order for it to take the values f; at locations x;, i = 1,2,...n, the
expansion coefficients 4; need to satisfy
Ai=[, (2)

where the entries of the matrix 4 are 4;; = ¢(||x; — x;||). We denote numerical use of (2) followed by (1) as
“RBF-Direct”. In this study, we will concentrate our attention on the radial functions ¢(r) listed in Table 1.
The parameter &, included in all but the piecewise smooth global cases CU and TPS, is known as the shape
parameter. The listed Wendland functions [42] are those of lowest degree which guarantee that the A-matrix
is positive definite for all distinct node locations in 2 and 3 dimensions. This property holds in all dimensions
also for IMQ, IQ, and GA. In the MQ, CU, and TPS cases, 4 is still symmetric. For MQ, non-singularity
remains guaranteed, but positive definiteness is lost. Additional issues arise in the CU and TPS cases. Commonly
used variations of (1) are for MQ
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Table 1
Definitions of some types of radial functions
Name of RBF Abbreviation Definition
Smooth, global
Multiquadric MQ 1+ (er)?
Inverse multiquadric IMQ - '( )
+(er,
Inverse quadratic 1Q " (lsr)z
Gaussian GA e @)’
Piecewise smooth, global
Cubic CU Ir?
Thin plate spline TPS r1n|r|
Piecewise smooth, compact (for 0 < r < }, equal to zero for r > %)
Wendland type, order 2 w2 (1- 8r)4(4sr +1)
Order 4 w4 (1—er)® (%5 (er)? + 6er + 1)
Order 6 W6 (1 —er)®(32(er)® +25(er)* + 8er + 1)

The shape parameter ¢ controls their ‘flatness’. In the case of the Wendland functions, their ‘order” refers to their degree of smoothness (C?,
C*, €%, respectively).

s(x) = o+ Z 20 (|lx — x]|), with the constraint Z i =0 (3)
i=1 i=1

and for CU and TPS (in the case of 3-D)

s(x) = o+ Br+yy+0z+ Y Ad(|lx—x|) (4)

i=1

with the constraints

z": Ai = Zn: Aix; = z”: Ay, = Zn: Aizi = 0.
=1 =1 =1 =1

For more detailed discussions, see [3,32,34].

The most notable feature of the Wendland functions is their compact support in case ¢ is large, leading to
sparse A-matrices, and therefore with possibilities for high computational speeds both in evaluating (1) and in
solving (2) (for example if using conjugate gradient-type methods). In the present case with nodes on the unit
sphere, all sparsity is lost if ¢ < 1.

2.2. RBFs for PDEs

In 1990, Kansa introduced collocation with RBFs as a means to approximate spatial derivatives, and thus
to numerically solve PDEs [22,23]. In case of smooth RBFs, this approach is typically spectrally accurate
[4,27,46]. Another notable advantage with this RBF approach (compared to, say, finite difference, finite ele-
ment, and finite volume methods) is that it replaces the often challenging task of creating computational
meshes over irregular domains with the easier one of scattering computational nodes.

Driscoll and Fornberg [5] observed that, in the flat basis function limit ¢ — 0 for globally smooth RBFs
in 1-D, the interpolant in general converges to Lagrange’s interpolation polynomial. From this follows that
the RBF approach for PDEs can be viewed as a generalization (to irregular domains and to scattered
nodes) of the pseudospectral (PS) method [1,10,41]. This approach is therefore nowadays often described
as the RBF-PS method. In a 1-D periodic setting, the ¢ — 0 limit will reproduce the Fourier-PS method
[5]. For nodes on a sphere, the corresponding limit was found in [14] to agree with a spherical harmonics
(SPH-PS) method. More results about RBF in the flat basis function limit can be found for example in
[11,12,16,26,33].
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As noted in the introduction, Flyer and Wright [7] were the first to use RBFs to solve purely convective (i.e.
non-dissipative) PDEs over a spherical surface. Because they implemented their scheme based on direct use of
(2) followed by (1), ill-conditioning prevented their numerical explorations from being extended also to arbi-
trarily small values of e.

Much more materials on both ‘RBF methodology’ and ‘RBFs for PDEs’ can be found in the two recent
books [6,42].

3. Time dependent PDE on a sphere
3.1. Test problem

The standard PDE test problem that we will consider describes ‘solid body’ rotation/convection around an
axis that is inclined by the angle « relative to the polar axis (cf. [7,13,43], and Fig. 2a). Following the conven-
tion in many applications, we define spherical coordinates as shown in Fig. 2b

x = pcoscosf
y=psingpcost .
z=psin0

This differs from standard spherical coordinates (as used for ex. in [14]) both in the use of latitude (as opposed
to co-latitude) and also in the directions denoted by 0 and ¢. In the present coordinates, the governing PDE
becomes

a—L;—l—(cosoc—tanOsinwsina)g—;—coswsinoca—Z—O. (5)
One full revolution will correspond to the time ¢ = 2.

The pole singularities enter through the tan 0 factor when 0 = 4-7. These singularities are not physical, but
arise only as a consequence of the (0, ¢)-system itself being singular at these locations. When the RBF differ-
entiation matrix (DM, representing the spatial operator of (5) in terms of the node values of u) is formed as
described in [7], these singularities will therefore vanish (the DM reflects the physical operator, but not what
coordinate system it happened to be expressed in during an intermediate derivation step).

The initial condition that we will use is the Cosine bell, shown in Fig. 3. It can be described in Cartesian
coordinates as

Fig. 2. (a) Flow directions in the ‘solid body’ convection test problem. (b) Spherical latitude-longitude-type coordinate system.
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Fig. 3. Three illustrations of the cosine bell (a) as a function of x according to (6), (b) in grey-scale on sphere surface, viewed from positive
x-direction, and (c) on an ‘unrolled’ ¢, 0-plane (with the n = 1849 ME node locations also marked).

1(1 — cos (% arccosx)) x > cosR
0 x < cosR

u(r,,2,0) = § (©
with R = 1/3, and restricted to the surface of the unit sphere.

Cosine bells have become standard initial conditions for convective test calculations on a sphere
[21,30,35,38] for several reasons:

(1) Their compact support makes it particularly easy to display and to interpret dispersive errors after
convection.

(2) The easy-to-change peak width R allows testing to be carried out on different spatial scales.

(3) The discontinuous second derivative at the base of the bell prevents very high order methods from pro-
ducing misleadingly good results compared to what might be expected in cases of more physically rele-
vant data.

3.2. Different node distributions

Because of the clear advantages seen in previous works [7,14] of using near-uniform rather than fully ran-
dom node distributions, we limit the discussion here to the former case. When interpolating using SPH,
Womersley and Sloan [44,45] noticed very large differences also between different types of near-uniform dis-
tributions. The two near-uniform node sets that are used in this study are both taken from [44], and are shown
in Fig. 4. They are described as ‘minimal energy’ (ME) and ‘maximal determinant’ (MD), respectively. The
former can be obtained as the equilibrium of freely moving nodes on the sphere surface, repelling each other
like equal point charges. In the MD case, node locations are instead obtained by maximizing the determinant
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ME nodes MD nodes

Fig. 4. Illustration of the minimal energy (ME) and maximal determinant (MD) n = 1849 node sets.

of a certain ‘Gram matrix’. Womersley and Sloan report that SPH interpolation errors (measured in any stan-
dard norm, or as a Lebesgue constant) can be several orders of magnitude larger in ME than in MD cases.
Since RBF interpolation in the ¢ — 0 limit usually corresponds to SPH interpolation, it is not surprising that
the choice of nodes (ME vs. MD) will influence the RBF accuracy also for non-zero ¢ (although gradually less
so when ¢ is increased, as will be illustrated in Section 3.4).

3.3. Method of lines (MOL) formulation and time stepping considerations for the PDE test problem
The test problem (5) can be written more briefly &+ L(u) = 0, where L is the spatial derivative operator.

The RBF-Direct-based DM that arises when approximating the spatial derivative terms in (5) was shown in [7]
to take the form

D=B-A", (7)
where B is antisymmetric, with elements

Bij = Lo(|lx — x1])],—, (8)
and A is defined in (2), with elements

Aij = d(llxi — x5]). 9)

We will here compute this matrix D either immediately through (7)—(9) (RBF-Direct), or via RBF-QR, as de-
scribed in Appendix A. The ill-conditioning problem with RBF-Direct originates from the fact that, as ¢ — 0,
A becomes very nearly singular, causing elements of 4~' to diverge to plus or minus infinity. A vast amount of
numerical cancellation then occurs when the O(1)-sized matrix D is formed as the matrix product (7).

The key concept behind the RBF-QR algorithm is the recognition that the basis functions ¢(||x — x;||),
i=1,2,...,n, when ¢ is small, form a terrible base that nevertheless spans an excellent approximation space.
The RBF-QR algorithm expands each basis function in a SPH series, after which it transpires that we can
obtain a very well-conditioned base spanning exactly the same space. Using this new base bypasses the ill-con-
ditioning but leads otherwise to identical results. Explained somewhat differently: For all values of &, the
entries of D behave in a well-conditioned way with respect to perturbations in the input data, i.e. the node
locations x;. In the case of small ¢, RBF-Direct is an ill-conditioned algorithm for numerically computing
D, while RBF-QR is a well-conditioned one.

A matrix that is a product of an antisymmetric and a positive definite one can only have purely imaginary
eigenvalues. The DMs that arise from RBF discretization of the spatial operator in (5) will thus be of this type
for the positive definite RBF choices in Table 1 (IMQ, 1Q, GA, W2, W4, W6). Standard time stepping meth-
ods, such as the fourth order Runge-Kutta method (RK4), will therefore be applicable, no matter how the
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nodes are scattered over the surface of the sphere. An extension to the result above, given in [31], extends it to
(3) or (4) rather than (1) in the remaining cases of MQ, CU and TPS. In the present tests, we found the eigen-
values to be purely imaginary also without invoking this extension, allowing us to use (1) in all cases.

Numerical tests using RBFs for convecting the cosine bell (as well as results for the second test problem in
[43]) were presented in [7]. The errors they reported after a computational time corresponding to one full rev-
olution around the sphere (¢ = 12 days in their notation, # = 2r in our notation) come from three different
sources:

(1) Time stepping errors in the RK4 scheme.

(2) Properties of the DM.

(3) Errors when the numerical solution, defined at the grid points, is interpolated and compared against the
analytic solution across the complete sphere.

The issue (1) can be resolved by using small enough RK4 time steps, so that the error types (2) and (3) will
dominate (this still allows much longer time steps to be taken than what is feasible in the alternative methods,
as reported in [7]; see also the discussion here in Section 5). In order to more clearly analyze the errors coming
from the DM (issue 2), we will here make use of the fact that the discretized test problem can be integrated
analytically in time. Letting u(¢) denote a column vector with n entries, containing the numerical approxima-
tions at the » node points as functions of time, the discretization of (5) takes the form

%—FDg:O (10)

for which the analytic solution is

u(t) = eu(0).

3.4. Numerical tests using IMQ RBF

The RBF-QR method is based on certain series expansions which involve powers of ¢, and these might fail
to converge for large ¢. In contrast, RBF-Direct fails due to ill-conditioning for low values of ¢. If the number
of nodes n is relatively low (such as n = 1849 used throughout this study), there will usually be some range in
which both methods work, but this overlap can get lost as n is increased further.

The first issue that arises (already at time ¢ = 0, i.e. before time stepping has even started) is how accurately
the cosine bell will be represented as an RBF interpolant of the discrete initial data that is shown in Fig. 3c.
Fig. 5 (for SPH, i.e. for most smooth RBFs in their ¢ — 0 limit) and the curve marked ‘Interpolation’ in
Fig. 6a (for a wide range of ¢ values) show that direct interpolation based on the values at the n = 1849
ME nodes can lead to very large errors in-between the node points (positioned as seen in Figs. 3¢ and 4). This
is entirely in agreement with the observations in [45]. The error level drops significantly when ¢ is increased
from ¢ = 0, and it is particularly low around 2 < ¢ < 10 (Fig. 6a). Only here is the error comparable to what
is obtained with MD nodes throughout the full range 0 < ¢ < 10 (Fig. 6b), confirming that the latter node type
offers much more ‘robust’ interpolation. However, a still better option with regard to obtaining a uniformly
good RBF representation of the initial condition is possible through a least squares approach, and is illus-
trated by the curves marked ‘Least squares’ in Fig. 6a—d. These RBF representations were obtained by a
2-stage process of first finding the best representation of the analytic initial condition (the cosine bell) in terms
of SPH up to order u = /n = 43 (also featuring x> = n = 1849 free parameters) through least squares over a
much denser point set, followed by evaluation of this SPH approximation back at the original » = 1849 node
points. With this initial filter-type step, we obtain the initial condition across the full sphere with higher accu-
racy than was the case with immediate interpolation using either of the ME or MD node sets. Furthermore,
the accuracy becomes almost completely independent of the details of the node distributions. Fig. 6¢c and d
illustrates that the piecewise smooth RBF are much less sensitive in this regard (of ME vs. MD). In all the
computations that are described below, we use ME nodes and this least square procedure to get the RBF
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Fig. 5. The SPH interpolant to the cosine bell over the » = 1849 ME node points. The input data is as exactly as shown by the data points
in Fig. 3c.
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subplots ¢ and d and in the following Figs. 7, 9, and 10, similar divergence occurs but is not explicitly marked.
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representation of the initial condition at # = 0. The same filter-type strategy as described above is a routine
part of most SPH-PS calculations, then typically applied at every time step rather than as here only at ¢t = 0.

Fig. 7a and b shows how the accuracy at t = 10 and ¢ = 10,000 vary with ¢ in the cases of IMQ and W6 —
typical results for a smooth and a piecewise smooth radial function, respectively. Including two more RBF
types, Fig. 8a and b shows the time evolution of the error over 0 < ¢ < 10 and over 0 < ¢ < 10,000, respec-
tively. We notice that the error degrades severely in time for non-smooth RBF, whereas it holds up extremely
well for the smooth ones. In these and the following cases, the error was measured as the maximal discrepancy
compared to the analytic solution, over the n = 1849 node points.

We extend next these comparisons to include all the radial functions listed in Table 1.

(a) IMQ RBF (b) W6 RBF
0 0
10 10
RBF-Direct
- - = RBF-QR
1 T o= o o o o= - -
10 10 t = 10000
S t = 10000 S
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Fig. 7. Errors at times ¢ = 10 and ¢ = 10,000 as functions of ¢ in case of (a) IMQ and (b) W6. The thin dashed line shows the (e-
independent) error of the initial SPH representation of the initial data at r = 0.
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Fig. 8. Evolution of the error with time over (a) 0 < ¢ < 10 and (b) 0 < 7 < 10,000. The ¢ values for IMQ, GA and W6 were near zero,
whereas TPS does not include any e.
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4. Comparisons between different RBF types

There has been numerous suggestions in the literature that some types of RBFs generally tend to give more
accurate results than others. For example, MQ is often particularly highly regarded, whereas concerns have
been raised against GA, sometimes for the reason that GA does not support any ‘exact polynomial reproduc-
tion’ properties on infinite lattices (when ¢ > 0) [3].

The accuracy that is achieved by different RBF methods is highly problem dependent. For example, inter-
polation of non-smooth data places very different demands on the method than does long-term solution of
convective-type PDEs. With the combination of RBF-Direct and RBF-QR, we have now the ability to run
the convective test problem for the full set of RBFs shown in Table 1, throughout the full range of ¢ (from
zero and upwards), giving the results shown in Figs. 9 and 10. As we have noted already, smooth RBFs give
excellent accuracy (not much different from the initial error at # = 0) also over very long time integrations. The
differences between these smooth RBFs are in the present context seen to be very minor in comparison to the
much more rapid loss of accuracy seen for the piecewise smooth RBF. These latter ones differ between them-
selves largely according to their smoothness, with the higher order ones (such as W4 and W6) being more
accurate than, say, TPS, CU, or W2. In order to offer some accuracy over longer time integrations, also
the Wendland functions need to be scaled so that they become relatively flat (¢ small), causing their 4-matrices
to lose their sparseness. However, since the Wendland-based D-matrices (7) are never sparse, these RBFs do
not (in the present PDE context) seem to offer any speed advantages over the standard smooth RBF types.

In Table 1, we have included ¢ for all the RBF types apart from CU and TPS. In the case of CU, including ¢
(i.e. using ¢(r) = |8r\3) would be pointless, since all results would turn out ¢ independent. Thus we always use
o(r) = |r|’ for CU. Regarding TPS, there would in fact be a weak & dependence, which mainly would manifest
itself in an additional type of singularity as ¢ — 0, with no apparent redeeming features. Thus, all TPS results
that we give are based on ¢(r) = r*log |r|. When CU and TPS results are displayed in Figs. 9 and 10, they are
thus displayed as ¢-independent straight lines (although this is not strictly true in the case of TPS).

t=10
T T T
10° RBF-Direct
= = = RBF-QR
10_1 —_—_\/llz_—. - oem mm mm_ em mm omm omm m mm mm omm owmm mm
_ CuU
S
° L W4
__________ W6 o e - - -
107}
-3
10 : : '
10°° 10 1072 10° 102

Fig. 9. The errors at r = 10, as functions of ¢, for all the RBF choices considered in this study. In the case of GA, the ill-conditioning for
RBF-Direct occurs somewhat earlier than for the other smooth RBF types, leaving a small gap (visible also in Fig. 10) between the ranges
of RBF-QR and RBF-Direct. For large values of ¢, the MQ results are notably more accurate than those for the other RBF types
(although not nearly as good as what all the smooth RBFs achieve for small ¢-values).
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Fig. 10. The errors at t = 10,000, as functions of ¢, for all the RBF choices considered in this study.

5. Analysis of the numerical results via properties of the DMs

The numerical results in Sections 3.4 and 4 can be understood through spectral analysis that is conceptually
similar to Fourier analysis of equispaced finite difference (FD) and RBF approximations to the model
equation

Ou n u
ot ox

These steps are explained in the next subsections.

0. (11)

5.1. 1-D equispaced FD approximations

It has been explained and illustrated repeatedly in the literature (with [9,24] being early references) how the
accuracy of a FD scheme can be understood from how it acts on individual Fourier modes. Since

_eiwx — iweiwx’

dx
u(x) = e~ is an eigenfunction to the {-operator. If we consider the discrete situation with a grid spacing #, the
possible frequency range (due to aliasing) iS @ € [~Wmax; Omax| Where wma = 7. Applying a FD2 (centered sec-
ond order FD) scheme to u(x) = ¢ similarly gives

h) — —h eiw(x+h) _ ei(o(x—h) ) sinwh .
u(x + ) M(X ) — =1 elwx’ (12)
2h 2h h

i.e. the Fourier mode is again an eigenfunction, but the eigenvalue has changed from iw to 1% Ignoring for
now the factor “i”, the eigenvalues are fps(w) = w and frpy(w) = S22 respectively. Fig. 11 illustrates these
eigenvalues, as functions of w, together with similar factors also for some FD methods of higher orders. While
the PS method (limit of FD methods of increasing orders, cf. [10]) correctly treats all modes that can be rep-
resented on a grid with spacing 4, lower order FD methods contain significant errors in all modes. In the con-
text of time integration of (11), these errors correspond to errors in the phase speed of traveling waves. The
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Factor by which ™~

/h 4+ . N
" is multiplied

120th Order

20th Order

6th Order
r 4th Order

2nd Order

~Wmax

2nd Order:
(sinwh)/h

Wpax = /A

Fig. 11. Effect of & and of finite difference approximations of different orders of <L when applied to a basic Fourier mode ¢**. The highest
mode that can be present on a grid of spacing / is denoted by @y, = n/h. (Reproduced from [10], with permission from Cambridge
University Press.)

longer a time integration extends, the larger number of high modes will end up out of phase, and thereby be-
come ‘lost’ as far as contributing to the overall accuracy. The lower the order of the FD approximation is, the
more severe will this degradation over time become.

If we furthermore simplify by setting # = 1 (i.e. consider a unit-spaced infinite 1-D grid), we find

Sfrp2(w) = (sinw),

Sfrpa(w) = (sinw) (1 +§ (sin%)2>,

Sfrps(®) = (sinw) (1 —|—§ (sin %)2 + % (sin %)4) ,

etc.

(13)

with a closed form expression for arbitrary orders given originally in [24]; see also [10, p. 41]. If we use an
initial condition for (11) that, at locations x = k integer, is described by

u(k,O)—/ u(w) cos wkdw,
0

for some function #(w), the analytic-in-time FD solution at time ¢ (again at the locations x = k integer)
becomes

u(k,t) = /Oni?(a)) cos(wk — f(w)t)dw.

If we also want to ‘translate away’ the unit-speed sideways shift of perfectly traveling waves, so that we only
see the dispersive influence of the spatial approximations, we need only modify this relation to

u(k,t) = /0 " () cos(ok + (0 — f(w))f)do. (14)

In the case of a narrow Gaussian initial bell, direct numerical evaluation of this integral produces the solutions
shown in Fig. 12. It is clear that the low order FD2 method looses its accuracy almost immediately whereas the
higher order FD methods manage to keep somewhat more of the pulse integrity over longer times. However, a
severe dispersive trailing wave train develops in all cases.
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Fig. 12. The integrity of a narrow Gaussian pulse (shown as dots on a grid with 2 = 1) when integrated exactly in time, using FD2, FD4
and FD6, respectively, in space.

5.2. Dispersive errors in case of 1-D RBF approximations

Figures for RBF approximations, corresponding to Fig. 11 for FD approximations, were presented in [11].
For ¢ — 0, the curves were seen to rapidly approach the ideal PS straight line case. In the case of IQ RBF, the
counterpart to (13) was found to take a particularly simple form

ntsinh @

ﬁQ(w):w—m- (15)

For the same test cases as illustrated for FD methods in Fig. 12, again by numerically evaluating (14), we ob-
tain for IQ RBF the results seen in Fig. 13. While a large value of ¢ is somewhat acceptable at short times, high
long-term accuracy is very clearly seen to benefit from smaller values of ¢. Although the RBF scheme is spec-
trally accurate (as the node density is increased) for all values of ¢, these solution pictures for fixed 2 = 1 and
different ¢ are nevertheless reminiscent of the ones for increasing order FD schemes (Fig. 12). This is because
of the similarities just described in how the eigenvalues of the derivative approximations vary with the Fourier
frequency.

We will next carry the analysis of Sections 5.1 and 5.2 over to the case of RBF nodes scattered over the
surface of a unit-sized sphere.

5.3. Dispersive errors in case of convection over the sphere

In this geometry, SPH modes Y, (x), £ < Paxs V= —V,...,—1,0,1,...,v, form a counterpart to a truncated
set of Fourier modes in a periodic 1-D case. Some low modes (up to u,,, = 4) are illustrated in Fig. 14.

As we have already noted, when the spatial operator in (5) is approximated based on (1) or, if needed,
instead by (3) or (4), all the DM’s eigenvalues will be purely imaginary. From [14], we know that, as
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Fig. 13. Corresponding results to those in Fig. 12, but using IQ RBF with different e-values.
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Fig. 14. Ilustration of the SPH basis functions Y, for orders u < fin,, = 4. The dashed lines show where they change sign.

¢ — 0, the space spanned by n = 2 globally smooth RBF will exactly agree with the SPH space for u <

.umax N

We can now add to these observations that, in this limit of ¢ — 0, the n = i, RBF DM eigenvalues will

approach
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Umax + 1 eigenvalues 0

Uinax eigenvalues +i1  and equally many —i
Una — 1 eigenvalues +2i and equally many —2i (16)
1 eigenvalue +pui and also one eigenvalue —pui

This can be deduced from two further observations:

(1) Truncated SPH expansions form a closed set with respect to any coordinate system rotation, making a
result such as this independent on the value of « in (5).

(2) For o = 0, an inspection of the patterns seen in Fig. 14 shows that the u,, + 1 functions in the center
column (v = 0) are unaffected by any rotation around the polar axis (leading to u,,, + 1 eigenvalues 0);
the u,,., functions for v = +1 and likewise for v = —1 repeat themselves after one revolution; the next
group after 1/2 revolution, then after 1/3 revolution, etc.

Keeping o = 0 and, to make the graphics less cluttered, choosing i, = 23 with n = g2 = 529 (rather
than, as elsewhere this study, n = p2_ = 1849), the eigenvalues, as functions of the SPH parameters p and
v in the case of ¢ = 0 thus become as shown graphically in Fig. 15. This flat triangular section of a plane cor-
responds to the PS straight line in Fig. 11 and the similar straight line for ¢ = 0 in Figs. 4.2 and 4.3 in Ref. [11].
Raising ¢ from zero will cause deviations from the ideal eigenvalue pattern displayed in Fig. 15. Fig. 16a dis-
plays in a different way than in Fig. 11 how the eigenvalues in the 1-D FD case vary with the order p of the FD
schemes. Their extent along the imaginary axis decreases by a factor of ® when we move from p = oo (PS) to
p=2.

Fig. 16b shows similarly how the SPH (¢ = 0) eigenvalues, seen previously in Fig. 15, change as ¢ is
increased from zero. In the left column, we see (according to (16)) only 2 -23 + 1 = 47 distinct eigenvalues
(out of a total of n = 529 eigenvalues). As ¢ increases, the largest eigenvalues decrease the fastest, leaving
the lowest ones unchanged the longest. The ‘corruption’ of increasingly many eigenvalues in the RBF sphere
case as ¢ increases is very reminiscent of how the same occurs in the 1-D equispaced case when the FD order is
brought down from infinite (PS) to low order. The range of eigenvalues in these different cases will next be
used to explore the time step restrictions that will need to be met for explicit time stepping methods.

Perspective 1 Perspective 2

Al

Fig. 15. The eigenvalues to the convective operator in the sphere case, computed by using IQ RBF in the ¢ = 0 limit. According to the
motivation for (16), they can be associated with u and v-values as shown.



2774 B. Fornberg, C. Piret!/Journal of Computational Physics 227 (2008) 2758-2780

(a) FD (b) RBF
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Fig. 16. (a) The n = 51 1-D convection PDE eigenvalues for different orders of FD schemes in case of # =1 and a periodic domain
[—25,25] (rather than [—oo, o0]). (b) The n = 529 sphere convection problem eigenvalues for different e-values (in the case of MQ; results
for other smooth RBF types are very similar). The vertical scales are not marked since the present issue of interest is to show qualitatively
how the extents in the two cases vary with FD order and with e-value, respectively.

5.4. Time stepping stability condition in 1-D

In the equispaced 1-D case of (11) with & approximated by centered FD approximation of order p, the time
stepping stability condition is that the eigenvalues of the spatial operator, described by f{w) and graphically
illustrated for p = 2,4,6,20,120 in Figs. 11 and 16a, fall within the time stepping methods stability domain,
defined as usual in a complex ¢ = Ak domain, where the time stepping scheme is applied to u, = Au with the
time step k. For example, if we use leap-frog (LF) in time (which features as its stability domain the line section
between ¢ = +i and & = —i), we get

FD method Condition on k/h

FD2 <1
FD4 < 0.7287
FD6 < 0.6305
PS <1%03183

The maximum permissible values of £/ can be read off directly from the (inverse of the) maximum values of
the corresponding curves in Fig. 11, which in turn corresponds to the heights of the columns in Fig. 16a. For
the LF-FD2 case, the actual stability condition thus exactly matches the result imposed by the CFL (Courant-
Friedrichs—Levy) condition. As the order of spatial accuracy is increased from 2 to oo, the actual stability con-
dition becomes more restrictive by a factor of © (whereas the CFL condition becomes less sharp and fails to
rule out increasingly long time steps).

Using (15) in place of (13), we get similar conditions on k /A (strictly valid only in our present case of & = 1;
for details about an additional type of A-influence, see [11]):

IQ RBF  Condition on k/h
e=1 < 0.6997
e=20.5 < 04771
=02 < 0.3803

¢=0(PS) <1 0.3183

1
m



B. Fornberg, C. Piret! Journal of Computational Physics 227 (2008) 2758-2780 2775

The PS limit occurs in both cases (as FD order — oo or in RBF cases as ¢ — 0, respectively). With regard to
these stability conditions, there are only very minor differences between the smooth RBF types.

5.5. Time stepping stability condition on the sphere

On the sphere, we can see from the results in Fig. 16b how the extent of the purely imaginary eigenvalue
spectrum varies with ¢. As we move from ¢ = 0 (SPH) to ¢ ~ 1, the spectrum shrinks by less than 10%. Impor-
tantly — and in contrast with for example spectral elements or Chebyshev-type spectral methods — there are no
spurious eigenvales further out in the complex plane than where the actual physical eigenvalues are located.
The estimate below is made based on ¢ = 0. Scattering n = u* points on the sphere, we see from (16) that the
largest eigenvalue is 4 = n'/? in magnitude. With any type of near-uniform (locally hexagonal-like) node dis-

1/2
tribution, the distance between adjacent nodes (for n = u? large) becomes approximately 4 = (%) , 1.e. with
LF time stepping, we would need to use

1/2
k V3
- - ~ 0.2625. 1
h<<8n) 0.2625 (17)

The longest possible stable time step for any e-value on the sphere is thus not much different from the one in
the case of PS for 1-D equispaced nodes, when expressed in terms of the ratio /4. This could have been ex-
pected since, in both test problems, the maximal physical velocity is unity and no spurious eigenvalues are
present. If one uses, say, RK4 in place of LF, all the stability conditions get multiplied by 2v/2, i.e. for
¢ =0 we get in 1-D k/h < 0.9003 and on the sphere k/h < 0.7425.

6. Summary and conclusions
6.1. Background to present work

The recent work by Flyer and Wright [7] clearly demonstrated some key strengths of RBF methods for
solving convective-type PDEs over spherical geometries. These PDEs are particularly challenging computa-
tionally because any inaccuracies that are introduced will not only persist but will also accumulate indefinitely.
At the same time, these PDEs are very important in many geophysical applications in which convection
strongly dominates over dissipation. For the model problem (5), the work in [7] was limited to GA RBF with
¢ 2 1 and the only integration time that was considered was one full revolution, in our notation ¢t = 21 = 6.28.
In this particular case, our corresponding result can be represented as seen in Fig. 17, which can be used to fill
the empty bottom right subplot space in Fig. 1. We have otherwise in this work avoided showing errors at
times that correspond to an exact integer number of revolutions. This is because measuring the error as we
are doing it (at node points only) would then always give zero convection errors in case of ¢ = 0, and thus
might be misleadingly good also for low values of . However, the fact that we always start with a least square
approximation means that the errors we show nevertheless are a good measure.

We have in the present work extended the earlier calculation in three aspects:

e Tested with a large number of different types of radial functions.

e Computed stably for g-values all the way down to ¢ = 0.

e Presented results at both short (¢ = 10) and long (¢ = 10, 000) times, in order to contrast time scales appro-
priate for weather and for climate modeling, respectively.

6.2. Main conclusions
It follows both from the present numerical results and from the accompanying analysis that very long time

integrations are completely feasible with the RBF approach, but that the shape parameter ¢ then will need to
be kept quite low, especially when integration times increase (typically bringing the computations out of reach
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Fig. 17. Comparison between the results reported in [7] and the present ones for the test case of convecting the cosine bell one time around
the sphere (GA RBF using n = 1849 ME nodes). The results are in close agreement for ¢ > 3 (where both computations vere based on
RBF-Direct). RBF-QR (in this case convergent only for ¢ < 1), in combination with the least squares approach, has overcome the
previously seen low-¢ divergence.

for the RBF-Direct approach when using standard 16 digit double precision arithmetic). All of the smooth
RBFs give virtually the same accuracy, whereas the piecewise smooth ones are not at all competitive in the
present context.

These general results just mentioned follow from properties of the DMs, i.e. they are not influenced by the
smoothness of the convected solution. This observation is similar to the one for PS vs. FD methods, as
described in Section 4.2 of [10], where it was shown that PS and high order FD methods were much better
than low order FD methods, even when convecting a step function. In case of interpolation (rather than
long-time advection), the situation is quite different and there will in that application probably be little point
using basis functions that are much smoother than the data they are applied to.

With n = 1849 nodes (as used in all the calculations in the present study), it so happened (in the case of
short time calculations, but not in long time ones) that RBF-Direct just barely (with the perfect choice of
¢) could reach the error level that RBF-QR featured for all sufficiently small ¢. The situation if » is increased
further has not been explored.

It follows from the RBF-QR algorithm that ¢ — 0 with globally smooth RBF leads to the same results as
using SPH basis functions. One might therefore ask why not just use SPH as a computational basis on the
sphere (as has often been done in the past). There are however several reasons in favor of an RBF approach:

e The limit ¢ — 0 is not always the best parameter choice.

e RBFs can combine spectral accuracy with local refinement wherever this is needed (cf. discussion in [17]);
SPH offer no such opportunities.

e RBF non-singularity is guaranteed whenever ¢ > 0, but not for all node sets if ¢ = 0.

e Typical SPH-PS implementations require conversions between SPH and node values on some dense grid at
every time step.

e RBF codes are algebraically far less complex than SPH codes (even when implemented by means of the
RBF-QR method; cf. the Appendix in [14]).

The main present concern about RBF-based methods stems from their global character, and the associated
cost of full matrix xvector multiplications at each time step. Although this task is well suited for massively



B. Fornberg, C. Piret! Journal of Computational Physics 227 (2008) 2758-2780 2777

parallel processing, it would nevertheless be desirable to be able to effectively apply either ‘fast’ (iterative) algo-
rithms, or domain decomposition. Both these avenues have seen significant progress in recent years, but will
not be surveyed here.

Appendix A. Construction of the DM with RBF-QR
The key step in the RBF-QR algorithm, as described in [14], is that a column vector containing the original

RBF basis functions can be rewritten as a certain matrix product times another column vector that contains
SPH functions:

d(llx —x1])
B(lx — x2))
: = [QIE][R][n@)].
o(llx — xl)

Here Q is unitary, E is diagonal (with entries that are increasingly high powers of ¢), and R (with more col-
umns than rows) is upper triangular. (This equation holds to computational machine precision but not in a
strict mathematical sense unless we let the number of columns in R and entries in y;(x) be infinite.) Transpos-
ing this relation gives -

(Bl —xill) - ¢(llx = x:])] = (Rya(x)) ETO". (18)

Next, applying this relation in turn to x = xy, . ..,x = x, and placing the resulting row vectors below each other
allows us to write 4 (defined in (2) and (9)) as

A= (RY)'E"QO".
All the ill-conditioning of 4 is now confined to the analytically known matrix ET. Next we apply the differential
operator L to (18) and obtain

L (llx = xll) - Lo(llx — x])] = (Ry2(x))"ETQ"
(where y,(x) = Ly,(x)) and therefore, after applying this to x = x;,...,x = x,; cf. (8),

B = (RY,)'E"O".
Because of (7), the DM then becomes

T 1 INT T INT 1 T

D=5 A" = (RY:)"(E"O)(ETQ") (RY) )T = RY:)"(RY)) )" = ((RY)) " (RY))
Computing D by means of the last expression above has avoided all the ill-conditioning even as ¢ — 0 (elim-
inated through our analytic knowledge that (ETQ")(ETQ")™' =1).
Appendix B. The RBF-QR method in the case of Wendland functions

Hubbert and Baxter [20] noted that RBFs, when centered at an arbitrary location x; on the unit sphere, can
be expanded in terms of SPH as

Bllx—xl) = > 0V, (19
where
¢, = ﬁ /_1 (1—2) % (\/2 - 2t> dr. (20)

They also gave explicit formulas for the coefficients ¢, in several cases, such as MQ, IMQ, and GA. A formula
for 1Q was given in [14]. In these formulas, the potentially dangerous e-dependence of the radial functions
¢(||x — x;||) takes the simple form of explicit high powers of ¢ in the coefficients, thereby permitting their ana-
lytic elimination in the RBF-QR algorithm. Typical examples include
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MQ: ¢, = —& 2m(2e2 + 1+ (u+ 1/2)v1 + 4¢2) < b >2u+1
Loy = |

(k+3/2)(n+1/2)(n—1/2) \1+ V42 +1
o, Am 2 2
Qe =051 <1+V4ez+1> '

Since expansions of the type (19) have not previously been given in the case of the Wendland radial functions,
and these functions’ limited smoothness causes some difficulties in the RBF-QR algorithm, we give below
some comments on these issues. The Wendland function W2 of order 2 can be written as

d)(r)_{(l—ar) (der+1) if r<l

0 ifr}%.

Since we are interested in these expansions (19) only for for small ¢ (in order to apply the RBF-QR algorithm),
we assume ¢ < 3. The Wendland functions on the sphere are then no longer of compact support, and the for-
mula for W2 simplifies to
d(r) = (1 —er)*(der +1).

Straightforward application of (20) now gives

co = 4m(2 — 40¢* + 128¢° — 160" + 312 ¢7)

¢y = 22 n(105 — 432¢ + 63087 — 320¢°)

ey = & 2 m(88 — 231¢e + 160¢?)

3 4520n((2k—5)(2k+7)—202) _
(2k+T7)(4k> —1) (4> —9) (44> -25) k=3,4,...

Cr = &

The expansions for W4 and W6 are easily found in a similar way, but are more lengthy and will not be explic-
itely given here. The fact that the expansion coefficients ¢; for the smooth radial functions go to zero like
O(&?) is utilized in the RBF-QR algorithm. In the W2-case, ¢; remains of size O(&*) for k = 3,4,..., and
the RBF-QR method requires a minor modification. At the key stage in that algorithm (Section 3.5 in
[14]), we have now instead

L[ @) ]
o(1) o(&%) o(s) Y*I(x)
llx—xl)]  |y0@) Sy @) 2r0) 2v! P
- = 2 LolX1) T £ X 2 11 x1) 1 1()_51) Y?(x)
- C & 0 C,l: 71 C,E 0 c & l —
¢(||)£ )*CZH) _ %YO(EZ) 1TY1 (3_62) lTyl()_Cz) 11 Yl( 2 Y{()_C) _B.y
: . .. .. .. Y—2 X
Deydx,) L2V k) LY9(x) LYix) ... 2—1(_)
o(llx — x.l) 2 o) T 2 s TS Yy (x)
QR factorization of B gives ST
-1 ; ] )
& i
2 ¥k ok
* *
B=1[0Q]
& i
% * % * % * * * %
— Q- E-R

After the fourth row, the elements of R do not contain factors of ¢ anymore, and these elements therefore no
longer vanish when ¢ — 0. Each row can be seen as a perturbed spherical harmonic function. The fact that
the perturbation doesn’t vanish as ¢ — 0 means that the RBF interpolant no longer converges towards the
SPH interpolant (as was the case with smooth RBFs). The situation is similar for all other non-smooth radial



B. Fornberg, C. Piret!Journal of Computational Physics 227 (2008) 2758-2780 2779

functions. This also means that the convergence of the expansion will not be sped up when ¢ — 0, but rather
will be strictly algebraic in k. We will therefore need a much larger number of terms in the expansions to attain
the desired accuracy in the RBF-QR method. However, since non-smooth radial functions seldom are used
near their flat limit, this may be of little practical significance.
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