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Abstract

For a finite but arbitrary precision, we construct efficient low separation rank representations for the Poisson kernel and for the
projector on the divergence free functions in the dimension d = 3. Our construction requires computing only one-dimensional inte-
grals. We use scaling functions of multiwavelet bases, thus making these representations available for a variety of multiresolution
algorithms. Besides having many applications, these two operators serve as examples of weakly singular and singular operators
for which our approach is applicable. Our approach provides a practical implementation of separated representations of a class of
weakly singular and singular operators in dimensions d > 2.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

It has been clear for some time [1] that a multiresolution representation of certain classes of elliptic convolution
operators should lead to fast and accurate numerical algorithms. However, the straightforward transition from mul-
tiresolution algorithms in one spatial dimension to those in dimensions two, three and higher yielded algorithms that
are too costly for practical applications. Recent results using separated representations of multidimensional operators
[2,3] provide us with a method for a practical multidimensional construction.

These representations have been already incorporated into fast algorithms for computing electronic structure [4—7]
giving rise to multiresolution quantum chemistry. In this paper we derive the necessary estimates leading to accurate

* This material is based upon work supported by the NSF/ITR Grant DMS-0219326, DOE Grant DE-FG02-03ER25583, and DOE/ORNL Grant
#4000038129 (G.B.), NGA Grant NMA401-02-1-2002 (R.C.), as well as by the U.S. Department of Energy, the Office of Basic Energy Sciences
and the Office of Advanced Science Computing Research (MICS), Program in Scientific Discovery through Advanced Computing (SciDAC), under
contract DE-AC05-000R22725 with Oak Ridge National Laboratory, managed by UT-Battelle LLC (G.F. and R.J.H.).

* Corresponding author.

E-mail address: beylkin@colorado.edu (G. Beylkin).

1063-5203/$ — see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.acha.2007.01.001



236 G. Beylkin et al. / Appl. Comput. Harmon. Anal. 23 (2007) 235-253

separated multiresolution representation for a class of convolution operators. These estimates provide the analytic
foundation for accuracy control within the framework of separated representations of operators in high dimensions.

The kernels of operators of this class are non-oscillatory and include weakly singular and singular operators
which are ubiquitous in problems of physics. The Poisson kernel and the projector on the divergence free func-
tions provide two important examples with a wide range of applications in computational chemistry, computational
electro-magnetics and fluid dynamics. However, these operators are rarely used directly for computing. For example,
one typically solves the Poisson equation in the differential form as a step in solving the Navier—Stokes equations
rather than apply the projector on divergence free functions. The reason for avoiding integral operators (that typically
are much better conditioned than their differential counterparts) is the apparent computational complexity of their use.
Such perception began to change with the wider use of the fast multipole method (FMM) (see, e.g., [8]) and intro-
duction of wavelet based algorithms [1]. To advance the use of multidimensional integral operators, we show how to
evaluate these operators on functions using only one-dimensional integrals.

In this paper we use multiwavelet bases to describe our construction. The main reason for this choice is that
in many problems a basis should accommodate not only the integral operators but also differential operators and
boundary conditions. It turns out that the multiwavelet bases developed in [9] satisfy many of the requirements of
applications [10,11]. On one hand, multiwavelet bases retain some properties of wavelet bases, such as vanishing
moments, orthogonality, and compact support. The basis functions do not overlap on a given scale and are organized
in small groups of several functions (thus, multiwavelets) sharing the same support. Due to the vanishing moments
of the basis functions, a wide class of integro-differential operators has effectively sparse representations in these
bases, i.e., these operators are well approximated (in the operator norm) by sparse matrices. On the other hand, high
order representations of operators with boundary conditions are available [10], whereas such representations with the
compactly supported Daubechies’ wavelets [12] are numerically unstable.

It was shown in [13] that not only singular but also the hypersingular operators have their most natural represen-
tation in multiresolution bases. Using bases of compactly supported Daubechies’ wavelets [14] (or their variations)
and the two-scale difference equations, the problem of discretization of weakly singular, singular and hypersingular
kernels is reduced to solving a linear system of algebraic equations for the coefficients of the representation. By solv-
ing this linear system we completely avoid the otherwise difficult issue of discretization of singular and hypersingular
kernels.

For multiwavelet bases, similar results are summarized in [15]. In contrast to wavelets with regularity, some of the
basis functions of multiwavelet bases are discontinuous, similar to those of the Haar basis. This lack of regularity of
multiwavelet bases prevents the straightforward extension of results in [13] to hypersingular operators. However, the
difficulty does not arise for weakly singular and singular operators which we consider here using the Poisson kernel
and the projector on the divergence free functions as examples.

We construct separated representations for the Poisson kernel in the dimension d =3 in Section 3, and for the
kernel of the projector on the divergence free functions in Section 4. We note that the same approach is applicable
for non-homogeneous Green’s functions [5] and, without significant changes, in dimensions d > 3 and d = 2. Our
derivation of representations with low separation rank in multiwavelet bases makes them accessible for a variety
of applications. We briefly consider algorithms for applying the resulting operators to functions and refer to [4-7]
for further details. A fully adaptive algorithm for applying multiresolution separated representations of operators to
functions will be described elsewhere [16].

2. Preliminary considerations
2.1. Separated representations of radial functions

Let us start by considering approximating the function 1/7% with a collection of Gaussians. Remarkably, the
number of terms needed for this purpose is mercifully small. We have [17]

Proposition 1. Forany a > 0,0<§ <1, and 0 < e < min{%, 2}, there exist positive numbers py, and w,, such that

M
r ¢ — Z wme_‘”"’r2 <r % foralls<r<1 (1)
m=1
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Fig. 1. Error (log ;) of approximating the Poisson kernel using Proposition 1 with consequent optimization, where € ~ 1078, 1072 < ||x|| < 1 and
M = 89.

with
M:loge_l[c0+cl loge_l—i—czlogS_l], )

where ci are constants that only depend on . For fixed power o and accuracy €, we have M = O(logs™1).

For singular operators, we will need a different measure of error in such approximations. Let us select € = 8% >
in Proposition 1 and arrive at

Proposition 2. Foranya >0,0<§ <1, and 0 <€ < min{ %, g}, there exist positive numbers py, and w,, such that
M 2
Y — Z wye P < eor? forall 5 <r <1, 3)
=1
where
M:loge_l[co+cl loge_l—i-czlogé_l]. @)

Propositions 1 and 2 provide an initial approximation that we optimized further to reduce the number of terms via
the approach in [17]. The errors of such approximation are illustrated in Figs. 1 and 2.

We note that approximations of the function 1/r via sums of Gaussians have been also considered in [18-20].
In [18] it was used to approximate the Coulomb potential.

Using r = ||x||, where x = (x1, x2, x3), and & = 1 in (1) and (3), we arrive at a separated representation for the
Poisson kernel. Using o = 3 in (3), we obtain a separated representation that we use to compute the projector on the
divergence free functions. We describe how to use approximations in Propositions 1 and 2 in the following sections.

As in [4] and [5], the approximations illustrated in Figs. 1 and 2 were obtained in two stages. First, we discretize
the integral

o
i — L / e—r2€25+0l5 dS (5)
r¢  T'(x/2)

—00



238 G. Beylkin et al. / Appl. Comput. Harmon. Anal. 23 (2007) 235-253

12 + -

14 + -

1e-04 0.001 0.01 0.1 1 10

-16 — Lt il
1e-08 1e-07 1e-06 1e-05

Fig. 2. Error (log ;) of approximating 1/||x||> using Proposition 2 with consequent optimization, where € ~ 1078, 10~7 < ||x|| < 1 and M = 110.

by the trapezoidal rule, namely, setting p,, = ¢* and w,, = 2Ase® "/ '(a/2), where s, = so + (m — 1)As, m =
1,..., M. For a given accuracy € and range 0 < § <r < 1, we select sp and sy = so + (M — 1) As, the end points of
the interval of integration replacing the real line in (5), so that at these points the function f(s) =e™" *e¥4as and a
sufficient number of its derivatives are close to zero (to within the desired accuracy). We also select M, the number of
points in the quadrature, so that the accuracy requirement is satisfied.

Such approximation is easy to obtain but it is not optimal. Further reduction of the number of terms using the
approach in [17] yields either an optimized approximation in (1) or an approximation in (3) with a different relative
norm. We note the remarkable range, [§, 1], over which the approximation is valid for these singular functions. For
the details on the optimization algorithm, we refer to [17].

2.2. The cross-correlation functions

We use the scaling functions of the multiwavelet bases developed in [9]. For a brief review of the multiwavelet
bases see also [10]. The scaling functions ¢; are the normalized Legendre polynomials on the interval [0, 1],

V2 +1P2x—1), xe€][0,1],
¢l~(x>={ (=D, el ©)
0, x ¢ [0, 1],
where P; are the Legendre polynomials on [—1, 1],/ =0, ..., m — 1, and m is the order of the basis.

For convolution operators we only need to compute integrals with the cross-correlation functions of the scaling
functions, namely,

(pii’(x):/¢i(x+y)¢i’(y)dY~ )

Since the supports of the scaling functions are restricted to [0, 1], the functions @;;; are zero outside the interval
[—1, 1] and are polynomials on [—1, 0] and [0, 1] of degree i +i’ + 1,
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Fig. 3. The first four cross-correlation functions @, @1, P10, and Pq7.

o (x), 0<x<1,
D;ir(x) = ?.,(x), —1<x<0,
0, 1< x|,
wherei,i’=0,...,m—1 and
1-x

of(x) = / ¢i(x + y)¢ir(y) dy, P, (x) =/¢i(x + V)i (y) dy.
0 —X

The first four cross-correlation functions are illustrated in Fig. 3.
We summarize relevant properties of the cross-correlation functions @;; in

Proposition 3. (1) Transposition of indices: ®@;y(x) = (—1)i+i/<1§i/i (x).
(2) Relations between ®Fand @~: @, (—x) = (—1)f+i’q>;;.,(x)for 0<x<1.
(3) Values at zero: ®;;:(0) =0 for i #i’, and ®;; (0) = lfori =0,...,m—1.
(4) Upper bound: maxye[—1,17 |®ii»(x)| < 1 fori, i’ =0,. -1
(5) Connection with the Gegenbauer polynomials: ¢ (x) = 1C (=1/2) 2x—1)+ 2 and 45 o) =

Cl(+;/2) 2x —=1)fori=1,2,..., where C( / ) are the Gegenbauer polynomials.

(6) Linear expansion: if i’ > i then we have
i'+i
+ I 5+
o)=Y cy®h),

I=i"—i
where
D {4l(l+1)f0 ERAEL (x)(l—(2x— 1))~ dx i'> 1,
T wa+ 1) 3 (@} (x) — D5 () Dy () (1 — 2x — 1)2)’1dx, i’ =i,
forl > 1 and c?l., =§;;r.

®)

€))

%\/ i+ 1 x

(10)

1)

(7) Vanishing moments: we have f_ll Doo(x)dx =1 and f_ll K (x)dx =0fori+i’ > 1and0 <k <i+i —1.
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We use properties of the cross-correlation functions in computing multiresolution representations of operators in
multiwavelet bases. A brief proof of these properties is given in Appendix A.

3. The Poisson kernel in 3D

Let us consider the Poisson kernel,
1
4o ||x|)°

K (x) (12)
where x € R? and | - || denotes the Euclidean distance. The function K satisfies —AK (x) = §(x), and the Poisson
operator is a convolution with the kernel K. In order to represent this operator in multiwavelet bases, we need to
compute the integrals

(i = / K (x =Y}, (08l ; (0], ()9, 6201, (), (v3) dxdy, (13)

where X = (x1,x2,x3), y = (31, y2, y3), L = (11, [, 13) and I = (I}, I}, 13). The integration in (13) is over the support
of the product of one-dimensional scaling functions,

of (x) =2"2¢; (2"x — 1), (14)

where ¢; are defined in (6), i =0,...,m — 1, and m is the order of the basis. We note that the total number of
coefficients in (13), m® for each 7 and ', is too large for a practical method of applying this kernel. To reduce the cost
of using coefficients (13), we construct their separated representation for a finite but arbitrary accuracy €. As a result,
the computation of coefficients (13) reduces to the evaluation of a small number of one-dimensional integrals.

By changing variables of integration and taking advantage of K being a convolution, we obtain tl’i,l/lj,, =
tl."l.;,l._.l, 4 and
i
i — —
e =2"" f K (27" (x+ D) ®igr(x1) D1 (42) P (x3) dx, (15)

B

where @;;/(x) are the cross-correlation of the scaling functions (9) and B = [—1, 113. Furthermore, due to the homo-
geneity of the Poisson kernel, we have

tir;;’fjj’,kk’ = Zizntz'li’,jj’,kk” (16)
where
e s =0 = [ KO D@11 )y ) . (17
B
We prove

Theorem 4. For any € > 0 and 0 < § < 1 the coefficients i, w1 (17) have an approximation with a low separa-

tion rank, R
1 1 u Wm .m0 om,lp m,l3
Tiit i dk = g Z TFii’ Fii B (18)
m=1
such that if max; |l;| > 2, then
|tili’,jj’,kk’ _rili’,jj’,kk’ < 1_6 (19)

and if max; |l;| < 1, then

2e

! <C8?+ =, (20)
T

i
|tzi’,jj’,kk’ Vit jij ke
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where b=+/3+ ||,
1
Fit= [ e gy o ar, @
—1

and 8, M, py, Wy, m =1, ..., M are described in Propositions 1 or 2 for « = 1.

Proof. Forx e B, b=+/3+ ||| > |x+1| > b, we have from Proposition 1

€
<—. 22
Ix+ 1l 2

1 M w 252
m 7pme+lH /b
— E e
Ix+ 1| — b

If max; |/;| > 2, then min,cp ||x + /|| = 1 and the integral in (17) has no singularities. We then obtain by using (22)
in (17),

d

! I € X € 2e
\tiir i = i i | < i ] kT Sy dx < P (23)
B B

If max; |/;| < 1, we split the domain of integration in (17) into the neighborhood around the singularity D, = {x:
Ix+1]| < p}, where p =8b, and B\ D,. The estimate for the integral over B \ D, is the same as in (23). However,
in addition, we need to estimate the integrals over D, for both the kernel and its approximation. Using |®;;/| < 1 and
changing variables y = x + I, we have

1 1 1 1 02
— | — D D Dy dx| < — —dy < —. 24
o / TPESTR (x) P jjr (x2) P (x3) dx i / Iyl yS 5 (24)
Dy Iyll<p
For the approximation of the kernel in (22), we have
1 M w 212 - 2
E/ Z Tme—Pme-i-lH Y@ (x1) @ jj1 (x2) P (x3) dx| < o Zwme—pma /dx
D, m=1 m=1 D,
P 2
<3 wyePmd”, (25)
m=1
Using (22) for §b = ||x + ||, we have |1 — § Z,]Z[:l wme_/’m32| < ¢, so that
3 M 22| M 212 2
1% -p 82 8 b _ 82 8 b 2b
— mo L ——|8 pmo” 1| 4+ —— < 8= . 26
3 L Wne 3 W;wme +3 3 (1+€) (26)

Combining (24), (25), and (26), we obtain (20). O

Remark 5. The statement of the theorem continues to hold if instead of Proposition 1 we use the exponents and
weights in Proposition 2 for n = 1 and its weaker estimate

M
1 — Pt
——E wpe "
r

m=1

Then, instead of (20), we obtain

€
<= 27
. @7

1 1 2e
|tii’,jj’,kk’ - rii’,jj’,kk’} <G8+ g (28)

Remark 6. Not all terms are needed in the derived approximations. In practical computations terms in (18) that are
below the threshold of accuracy € may be removed. The near-optimality of expansion of 1/ via Gaussians does not
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imply the same for (18). In fact for [ with max; |/;| > 2, the contribution of most of the terms in (18) is below the
threshold of accuracy € due to a limited range of (22) needed in (23). We also note that the separation rank of the
representation in (18) can be reduced further by using algorithms in [2,3].

4. Projector on the divergence-free functions in 3D

The projector on the divergence-free vector functions in R?, the so-called Leray projector, is a singular homoge-
neous operator of order zero. As an integral operator, it is a convolution with the kernel acting on vector functions
in R3,

1 9? 1 1 [ 89 3x4xy

P 00 = 20800 = 4 g < I ) =00 4 [ FEEE ] 2
where ¢,q' =1,2,3, §,, is the Kronecker delta, and §(x) is the three-dimensional delta function. It appears in
many applications, notably in fluid dynamics, and can be found in a variety of forms in mathematical literature, see,
e.g., [21]. Although this operator has long been used in analysis, its use in numerical applications has been limited.
A multiresolution representation of the kernel (29) using compactly supported wavelets can be found in [13] and in
multiwavelet bases in [15]. In this paper we construct a multiresolution separated representation of the projector on
the divergence-free functions necessary for its accurate and efficient numerical implementation.

Using essentially the same derivation as for the Poisson kernel, we obtain a representation of P, (x) by computing
integrals formally written as

N — 1f|: 8qq'  3xg +1)xg +1g)
Ix+13 Ix+1°

e = T i|¢ii’(x1)¢jj/(x2)q§kk/(x3)dxv (30)

where B = [—1,11%, I = (I1,l»,13) and ¢,q’ = 1,2,3. Some of these integrals are only conditionally convergent
and their meaning will be clarified later. The fact that the operator is singular results in different error estimates
(in comparison with Theorem 4) and expressions for terms affected by the singularity. We will use the approximation
of 1/||x||> by Gaussians to construct the separated representation of the components of this matrix kernel.

Since the operator is homogeneous of degree zero, for the coefficients on scale n we have

nilqq’ _ lqq’
ttl’j]/kk/ _tii/jj/kk" 31

We consider separately the diagonal i Y and the off-diagonal i ,

i lekk,, i //’kk” q#4q’,q,q9 =1,2,3 terms in (30) and

obtain that for any € > 0 the coefficients i o ’kk’ in (30) have an approximation with a low separation rank. We

123 jj
summarize our results as
Theorem 7. Let §, M, p,,, w,, and € be as in Proposition 2 for « = 3. Then we have:

(1) With the exception of l =0 andi =i, j = j', and k = k', the diagonal terms in (30) are approximated as
M

AT 1 mdy gy .l

il = 5= Do S5O R R, (32)
m=1
M

12 1 mem I]Gm 12 .l 3

R = g Z 3 e (33)
M

A mly gy ms

Ut Lijtkk T 4 b? Fu F Gkk’ ’ (34

where b=+/3+ |||,
1

F;;;;l:/e—]’m(x+l)2/b2q)jj,(x)dx 35)

-1
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and

1
o' =2 /e PrOEDYE (e )2y () dx — FJ
-1

) Ifl=0andi =i, j=j, and k =k', then the approximation is of the form

M M
1 1 w
011 m ~m,0 -m,0 -m,0
ll]]kk EZbTG F F _EZbTGOO FOO FOO ’
m=1 m=1
1 Low (g
0,22 _ m -m,0 ~m,0 ~m,0 m,0
ik = 3 2 53 Fi Gl ik __Zb_3F "G’ oy
m=1 m=1
1 < 1 <
033 m,0 -m,0 ~m,0 m,0 -m,0 ~m,0
Tiijjkk = 47 Zb_SF Fij G _4_2 B3 Foo Foo~ Goo -
m=1

(3) The off-diagonal terms are approximated as

rl,12 _ 1 Z mewm Tm lle lem I3
i’ jjkk' — 47.[ bS i’ jj’ kk' >
m=1
RALENN Z 2pmWm o, lem bopm.ls
Tii "jj'kk" T 4 5 i’ kk'
T b
m=1
123 1 2DmWm by 1y o 3
rll Jjj'kk — 47.[ Z b5 Fu th Tkk/ ’
m=1

where

1
T = /(Pm‘””z/bz(x+l)cbjj,(x)dx.
-1

(4) For any € > 0 and for max; |l;| > 2, we have

Lqq Fhaa
tu Tjjlkk! T Tyt ]]’kk/| <6
and, for max; |l;] < 1,
Laq'
|tll itk — Vi jj’kk/| €+ Cé.

Proof. (1) First let us consider the case I # 0. We use

< Xq +14 ) _ 1 3 3(xq +ig)(xg +1y)
Ix+203 ) Ix+ 11 Ix+1°
to integrate by parts the diagonal and
1 3(xg +1y)
A, 3T 5
Ix+1|l Ix+ 1]l

the off-diagonal terms in (30).

243

(36)

(37)

(38)

(39)

(40)

(41)

(42)

(43)

(44)

(45)

(46)

(47)

We start with the diagonal terms and, without loss of generality, consider only the term with ¢ = ¢’ = 1. Since the

cross-correlation functions @;;(x1) are continuous at x| = 0 and @;;(£1) = 0, the integration by parts yields

L1 x+h o,
it = g / ||x+l||3¢ (X)) D jj (x2) Pryr (x3) dX.

(48)
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Here and in what follows, the integration by parts involving the cross-correlation functions is performed by first
splitting the interval of their support [—1, 1] as [—1, 0] and [0, 1] on which these functions are polynomials, integrating
by parts, and then writing the result as a single integral where possible.

As long as I # 0 and the singularity is not at x = 0, the boundary term in the integration by parts vanishes either
directly or as a limit. The same properties of the cross-correlation functions also makes (48) integrable. We note that
@;i,(xl) in (48) may be discontinuous at x; = 0.

For b=+/3+ ||l|| > |x+1|| > 8b for x € B, we obtain using (3),

M

1 Wy 2,2 €
-  _ atlipy Z1E S Ll P QU — 49
Ix+1)3 mXZ:I b3 blx+1]2 “49)

Using (48) and the approximation in (49), we arrive at (32), where
1
Gn! = / e PnGHDY (4 D! (x) dx, (50)
-1

and F™! is given by (35). Integrating by parts in (50) and, again, using the continuity of @®;;/(x1) at zero and
@;i(£1) =0, we obtain (36).

(2) If I = 0 and at least one of the three pairs of indices, i #i’, or j # j’, or k # k', then the derivation above holds
since for at least one of the variables the cross-correlation functions vanish at zero. Again, the integration by parts is
done separately on subintervals [—1, 0] and [0, 1] and, for the boundary term, a limit taken as x; — O to verify that it
vanishes.

Ifl=0andi =i', j = j’,and k = k’, then we cannot integrate by parts in (30) since the function ®;; (x1)®; (x2) x
@i (x3) is equal to 1 at x = 0. In this case let us first consider (30) for the diagonal terms and i =i’ = j = j' =k =
K'=0,

1 x2 4 x2 —2x2
tgé(l)g)oo =" n f %q)oo(m)@oo(m)@oo(w)dX~ (51)

We note that this integral is only conditionally convergent and equal to zero if the limit is arranged symmetrically with
respect to the variables x1, x2, and x3, as the definition of this singular operator requires. For computing tl.(:.’ .l.lk  With the
non-zero indices, let us replace @;; (x1) P j; (x2) Prx (x3) in (30) by @;; (x1) D@ jj (x2) Pk (x3) — Poo (x1) Poo (x2) Poo (x3).
This combination vanishes at the singularity x = 0 since both products are equal to 1 at that point. This allows us to
integrate by parts and use the approximation in (49) to obtain (37).

(3) Without loss of generality, we consider the off-diagonal term with ¢ = 1 and ¢" = 2. After integrating by parts,
we have

1 xy+1
1,12 _ 2 2 2 B
iirjje = 47 m¢ii/(X1)¢>,]/(x2)®kk/(X3)dx, (52)
B

and, using the approximation in (49), arrive at

M

121 Win s 1y ol 1o, s

Tirjjokk = 4o § :b_3Tu T P (53)
m=1

with (35) and
1
Fmd _ / PO @l () (54)
—1

Integrating by parts in (54) yields Tl'l'fl =2pm/b? Z"i';f’l, and, thus, (40).
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Ifl=0andi =i, j =/, and k = k’, then for the off-diagonal terms we have

1 3x1x
0,12 1X2
iijjkk = E W¢ii(-xl)@jj(x2)¢kk(x3)dx:Ov (55)
B
as the conditional limit of corresponding integrals for all i, j, k.
(4) If max; |[;] > 2, then min,cp ||x 4 I|| = 1 and the integral in (30) has no singularities. The estimate (44) is then
obtained by using (49),

Laq' lad’
. e 36
& g it 'k 47119/ IIXJrlll2 471«/— / IIXII2 0
IXII<«/—
If max; |/;| < 1, we split the domain of integration for t” //’ 4 into the neighborhood around the singularity Ds =

{x: ||x+1|| <é} and the rest of the domain, B \ D;. The estimate for the integral over B \ D; is the same as in (56).

We need, however, to estimate the integrals over Ds for both the kernel and its approximation. Using |®;;/| < 1 and

|®!.,| < C for some constant C (except at zero), and changing variables to y = x + I, we have for the diagonal term
1 x1 41

withg =¢q' =1,
ST ()P (1) P (x3) dx| < ¢ / Mdy—@ (57)
I g3 TR ar ) Iy 4
Dy Iyii<s

This estimate holds also in the case I =0 and i =i’, j = j/, and k =k’, since we use @;;(x1)P;;(x2)Pyx (x3) —
Do (x1)Doo(x2)Ppo(x3) in the definition of non-zero terms. Also it holds for the off-diagonal terms as follows from
the structure of (52). For the expression approximating the kernel, we have

o= / le D g /DI () 1) (1)) B 1 (x2) B () dx
Ds

6 - w 2 C u 671'84 M 2
_ m —pmd . Wi —mes — —Ppmd
<4n Z 13 ¢ /|x1+11|dx o Z / |yildy = TS Zwme . (58)
=l Dy m=1 lyii<s m=1

Using (49) for 8b = ||x + ||, we have |1 — §3 Zm | Wne —pmd | < €4, so that

Crns* & Crns Crns (Cmes Cm
_pm — 3 pm _ < 5 59
T60° Z 16b3< D ume )+ 163 <16b3 + 16b3) >9)

m=1

Using (59), (58), and (57), we obtain (45). O

Remark 8. For some shifts /, the estimate in (45) can be improved with respect to 8. If |/1] + |l2| + |l3] =3 or
\l1| + 12| + |3] = 2, then a more careful estimate shows that this term is O(82). If |I1| + |l2| + |I3] = 1, then for the
off-diagonal terms the estimate is also O(82). In all of these cases the effective singularity of the integrant turns out to
be weaker than that prescribed by the kernel since the cross-correlation functions are zero at the point of singularity.

In the next section we show how to remove the error due to the singularity by using explicit asymptotic estimates
of the coefficients.

5. Improving representation near the singularity

The estimates (20) and (45) depend on the range of validity of the separated representations in Propositions 1
and 2; in particular, on the distance § from the singularity of the kernel. We observe (see Section 2.1) that there is
a correspondence between § and the upper range of the exponents p,, in (1) and (3), namely, the exponents grow
rapidly as § — 0. For large exponents we can compute integrals that define the coefficients in Theorems 4 and 7 by
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using asymptotic expansions and, as a result, obtain for them simple analytic expressions. Moreover, if we combine the
contributions of the terms with large exponents, we effectively remove the dependence on the parameter § altogether.
In the process of accounting for the singularity in this manner, we also reduce the separation rank of the representation.
Although the separation rank in Propositions 1 and 2 is near optimal, the resulting representation for operators in
Theorems 4 and 7, however reasonable, may not have the same property since the terms with large exponents yield
almost the same coefficients (up to a multiplicative factor) and are easily combined to reduce the separation rank
further. We note that a simplification also occurs for the terms with very small exponents. This may be easily verified
by using the Taylor expansion of the exponential in appropriate integrals and is not considered here.

To motivate this section consider (5) for « = 1, and split the integral into two, over (—o0, 5] and [5, 00), with some
s > 0. Let us consider

2,2s

()_2 Oo—re+sd
fr_ﬁ'_/e s,

and use this expression to compute its contribution to the representation of the Poisson kernel. Let us consider the
terms with I = 0 and we obtain

o0 o0
2 // —Ix[Re2 s 2
— e Dy (x1)Djjr (x2) Ppp (x3) dxds = _/eslii’(s)ljj’(s)lkk’(s)ds»
i i
VT 5 B VT 5

where
1

Liin(s) = f e @50 (x) dx. (60)
—1

Let us select 5 so that €2 is large enough so that in (60) we can approximate @;;/(x) ~ @;;(0) = §;;. We have
I;;1(s) = /e *8;;» and the dominant contribution then amounts to

ﬂe_z‘vﬁii/(sj'j/(?kk/.

Since the interval [5, 0o) in (5) accounts for the singularity at » = 0, its full contribution is evaluated explicitly. For
practical purposes it is convenient to account for such contribution after the discretization of the integral (5) as in
Proposition 1. We formulate our observations as

Theorem 9. Let us write the separated representation (18) obtained using Proposition 1 as
1 _ =l ~l
Tii jjrkk = Tir ikt Tiir it ke (61)

by splitting the sum in Proposition 1 into two parts Ziﬁ;l and ZZIZ m, (respectively), where M — oo and M is
selected given the desired accuracy €.
Forl =0 we have

ag’,jj’,kk’ = q08ii’8jj’5kk’ + O(eiz;s(MO)), (62)
where gy = b*m[2h/(1 — e~ 2")]e=2M0) and s(My) = so + (Mo — 1)h is the length of a subinterval in the trapezoidal

rule approximation of (5) for o = 1.
Forl # 0 we have

~l —3s(M
rii/’jj/’kk/ = (e S( 0)). (63)

We note that the error in the approximation (62) does not depend on the parameter § in Proposition 1. Also, s (M)
in this theorem corresponds to s in the motivating discussion above.

Proof. To demonstrate (62), let us consider (21) as a function of the exponent p,
1

_ _7\2
Flu(p) = / e () dx, (64)
—1
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where Fi’l'f‘l =F7] (pm/bz). The function @;;/(x) is a polynomial on subintervals [0, 1] and [—1, 0]. Using the Taylor

i’
expansion in [0, 1] at points [ =0, 1, we have

ot et 4 gy (X —1)?
i) =@ () + Py (N = 1) + P D) ———+ -, (65)

where the one-sided derivatives are computed at the end points in directions from the interior of the interval [0, 1]
(outer derivative), and set @;, x)= (Dl.’;,r x)= (Dl’;fr (x) =---=0forall x outside [0, 1]. Similarly, we have expansion

for q);,(x) in [—1, 0] at points [ = —1, 0,

(x —1)?

D)=, (D+®, Dx—D+®) () +---, (66)

and set @, (x) = dﬁ;l.T (x) = CD;;/_ (x) =--- =0 for all x outside [—1, 0].
For large p (say, p > 100), we replace e™?, erf(,/p) and erf(—,/p) by their limits. Here erf(-) denotes the error
function,

_ 2 S —12
erf(s)—ﬁ/e dz. (67)
0

Since erf(—s) = —erf(s), erf(0) = 0 and erf(,/p) — 1 for large p, we have for / =0, 1,

1
/e—l’<x—’>2 dx = /r[erf(/p) —erf(( — )/p)]/2p"* — Vr/2p",
0

1
/(x —De P D dy =[P — e~ =DP] J2p 1/2p, 1=0,

_1/2p, l: 1’
0

1
/(x — D2 P dx = [(1 = e VP — 17P] [2p + r[erf(L D) —erf(( — 1)/P)] /4P
0

— /7 /4p*2. (68)

For [ = —1 and large p these integrals approach zero exponentially fast and are set to zero. Similarly, for [ = —1, 0,
we have

0
/e_p()‘_l)2 dx — /7 /2p'/?,
-1

0

—1/2p, 1=0,
/(x—l)e_p(x_l)zdxa /2p

12p,  I=-—1,
-1

0
/ (x — 1)2e P04y s /7 /4p3/? (69)
—1

and set integrals to zero for / = 1. Combining (64)—(66), (68), and (69), we obtain for / = —1, 0, 1,

Q) — @7 () @)+ @/ () 1
121 123 + % 123 11 +O< )

2p P32 D2

il
Fl(p) = V725 o

(70)
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This expansion allows us to compute explicitly a portion of the separated representation near the singularity. In
Proposition 1, we use the trapezoidal rule as the first step in approximating the kernel. Let us choose the range [§, 1]
over which such approximation is valid. We have

M

1 Wiy 22 €
- - 7pm||x” /b < _ 71
Il 2 b IxI’ a

where M — oo as § — 0 and p,, = ", w,, = 2he’m [/, and s(m) = s + (m — 1)h (see Section 2.1 for criteria

in choosing so and h). We split the sum in (71) into two parts, fogl and Z,A,;I: M, and consider M — oo. For
sufficiently large My, we obtain the main term

o0
~ w ,0 =m,0 -m,0 a2
AT — Fi UG = 0@ 0@ (0P (0) + Ofe Is(Moy) (72)
m=M
where
o] 3 00
W (byT 2 —2s(m) __ 1.2 2h —25(Mo)
90=Z—< >=2hane S =l T B, (73)
m=Mj b V Pm m=M 1—e

and the next term yields O (e~3*(M0))_ Using property (3) of the cross-correlation functions, we obtain (62), a purely
diagonal contribution in the separated representation. O

Using the same approach for the projector on the divergence free functions, we demonstrate

Theorem 10. We write the separated representations in (32)—(34), (37)-(39), and (40)—(42) obtained using Propo-
sition 1 as

rl,qq -l,qq ~l,qq (74)

i ik = i gkt T Tiir it ke

by splitting the sum in Proposition 1 into two parts Zf:i?l and Znﬂfz My Where M — 00 and My is selected given
the desired accuracy €.
Forl # 0 we have

—_1)h
fil,-’/qjj/,kk/ =q1 ( 21) (D] (1) = @7 (=11)) P (—2) Py (—13)
(=i . . -
+ @T(@ii/ (=) — D, (—11))(‘15]-]-/(—12) - q)jj/(—lz))@kk’(—l?,)
(_1)11+13 /4 /— /+ /—
+a2 ) (@[ (=) — @[ (—1D) @y (=) (P (—13) — P (—13))
+43 % (@ (=) + D[ (=10)) @ jr (=12) i (—13) + O e M0), (75)

where s(Mo) = so + (Mo — 1)h is the length of a subinterval in the trapezoidal rule approximation of (5) for « =3
and

q1 :4bﬁ[h/(l . e_h)]e_S(MO), @ = 2b2[2h/(1 . e—Zh)]e—Zs(Mo)’

g3 =b*r[2h /(1 — e72)]e~ 2 M0, (76)
For 1 =0 we have the same expression as in (75) with an additional term due to (37),

0,99 I - L4 - + _

F g = 5 (P10 = D17 (00)85508040 + a2 5 (P17 (0) = /77 (0)) (9/:(0) = @17:(0)) e

1
a5 (@[ 0) = B/ (00)87/(8130) = @, (0)

1 _ _
+ 435 (P17 O) + @[T O)8: 8 + (@1 = 2420811810k + O Moy (17
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For the off-diagonal terms, q # q’, we have

_ + -
dag P () 4@ (<) P (—h) + @l (—h)
Fiir,jj k' = 43 2 )

Proof. In this case we need to estimate for large p the contribution from (36). Introducing
Gl (p) = iy (p) = Fiy(p)

with
1

2
Sfl.,(p):2p/€ POD” (x — 12y (x) dx,
-1

we have GZ.’;[ =G/ (pm/bz). Using (68) and (69), as well as

i’

1
2 —
/(x — 13 PeD? gy { t/2p%  1=0,
) —1/2p2%, 1=1,

1
/ (x — )4e PO=D" 4y = 37 /8p°2,
0

and
0 2
/(x —1)38_”("_1)2 dx — { —1/2p%, 1=0,
1 12p%,  1=-1,
0
/(x — Dt gy ﬂ,
8p5/2
-1
we obtain

il
Sl(p) = VT pl/(z) + -1y

QX - @ () NG (1) + Dl (1) ol L

3 P32 )
and, combining with (70),
Q=P (D) TP D+ D) 1
e S T +0 .

Zp p3/2 p2

Ghi(p)= (1)
We have

1 M
— -y W o=pm /DI < €
x| 2= b3 blix|?

By (—13) + O (e M),
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(78)

(79)

(80)

(81)

(82)

(83)

(84)

(85)

where M — 0o as 8§ — 0, p,, = e, w,, = 4he>n //7, and s(m) = so + (m — 1)h. For sufficiently large My, by

combining terms of the same order in (84) and (70), we obtain

0 2 00 —s(My)
Wi b2 by/T b7 Cvom o—s(Mo
=y —— —4hbym S e — b T
m=ZMO b3 Pm /Pm A/ Pm mzzMO 1—eh
° 2 2 0 —2s(Mp)
b= b b )
p=) mZ 7 VT _ g TV —
b> pm Dm A/ Pm 1—e—

m=M m=My

—2s(Mo)

o0 o0
¢ = Z Wn /T by bﬁ:Zhbzn Z DIy T S —
b3 2/ PmPm Pm P 1 —e2n"
m=Mo PmPm A/ Pm /Pm Sy

(86)
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If I = 0 then the additional term is obtained from (75) by setting indices to zero and evaluating the cross-correlation
functions explicitly.
For computing the off-diagonal terms, we need to estimate for large p
1

2
T (p) = f e P (x — D@ (x) dx. (87)
-1
Using (68) and (69), and observing that @;;(£1) = 0, we obtain for = —1, 0, 1
o+ 1
Ty = o T P 0(—). (88)
ii 4p32 2

Combining (88) and (70), we arrive at (78), where

5 3/2 3/2 1/2
b 2p? 2pa pal

m

O (89)

m=M, m=M,

6. On applying operators in multiresolution separated representation

The sparsity of the non-standard form induced by the vanishing moments of bases is not sufficient by itself for
practical algorithms in dimensions other than d = 1. For fast practical algorithms in higher dimensions, we need an
additional structure for the non-zero coefficients of the representation. This role is taken by the separated representa-
tions introduced in [2,3] and [4-7]. Once the components of the non-standard form have a separated representation
within the retained bands, the numerical application of operators becomes efficient in higher dimensions.

The separated representations in Theorems 4, 7, 9, and 10 yield multiresolution separated representations, which
are suitable for fast and adaptive application of operators to functions. Using such representations for the Poisson
kernel and for the kernel e #I¥ll /|x||, where i > 0 and x € R? (obtained via the same approach), led to algorithms of
multiresolution quantum chemistry for electronic structure computations [4-7]. Since solving equations of quantum
chemistry involves multiple applications of operators to functions in R3, the speed of these algorithms determines the
overall speed of the computation.

We note that alternative algorithms for applying such operators are based on the fast multipole method (FMM),
see, e.g., [22]. The approximation that assures the speed of FMM also uses a separated representation [8]. The ap-
proximation used in [8] is valid within a solid angle, thus requiring separate approximations along different directions.
The number of directions grows exponentially with the dimension d of the space, although for d =2, 3 the cost is
affordable. In our approach the separated representation is valid within a ball and, thus, does not require separate
approximations in different directions. In addition, our approach provides not only the speed but also a convenient
general setup for electronic structure computations.

We use the separable multiwavelet transform in combination with separated representations to reduce all compu-
tations to repeated applications of operators in dimension one. The multiresolution constructions using multiwavelet
transform are now fairly standard [9,10]. The main feature of wavelet bases is the vanishing moments property of
the basis functions that (for a finite but arbitrary accuracy) leads to a sparse representation for a large class of op-
erators [1], certainly including those considered in this paper. Although wavelet representations are banded in any
dimension, it is the combination of the multiresolution approach with the separated representations developed in The-
orems 4, 7, 9, and 10 that allows us to avoid still very significant computational cost of the straightforward extension
of the multiresolution approach to multiple dimensions.

The algorithms in [4-7] are based on an implementation of the non-standard form of operators [1] in multiwavelet
bases. Consider the multiresolution analysis as a decomposition of L2(RY) (or L%([0, 11%)) into a chain of subspaces

VocViCcV,C---CV,C---,

so that LZ(R?) = U?O:o V. On each subspace V,,, we use the tensor product basis of scaling functions obtained using
the functions (/)l” ; in (14). The wavelet subspaces W ; are defined as the orthogonal complements of V; in V;_y, thus

n
V., =VoPWw,.
j=0
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Introducing the orthogonal projector on V,,, P, : L>(R?) — V,, and considering an operator T : L>(R?) — L?(R%),
we define its projection 7, : V, — V,, as T, = P, T P,. This projection is written explicitly in (13) in dimension d = 3
for convolution operators with the kernel K (x —y).

We also consider the orthogonal projector Q, : Lz(Rd) — W, defined as @, = P,4+1 — P,. The non-standard
form of the operator 7 is the collection of components of the telescopic expansion

n—1
Ty= (T, —Ti-))+ (i1 —T) +-+To=To+ ) _(Aj + B +C)),
j=0

where Aj = Q;TQj, Bj= Q;TP;j,and C; = P;T Q;. The main property of this telescopic expansion is that the
rate of decay of the matrix elements of operators A, B;, and C; away from the diagonal is controlled by the number
of vanishing moments of the basis and, for a finite but arbitrary accuracy €, the matrix elements outside a certain band
can be set to zero resulting in an error of the norm less than €. Such behavior of the matrix elements becomes clear
if we observe that the derivatives of the kernels under consideration decay faster than the kernel itself and, in our
case, the rate of decay corresponds to the number of derivatives taken. If we use the Taylor expansion of the kernel to
estimate the matrix elements away from the diagonal, then the size of these elements is controlled by a high derivative
of the kernel since the vanishing moments remove the lower order terms [1].
Applying the non-standard form to a function, we write
n—1
Tnf=TOf"‘Z(Aj(ij)‘FBj(ij)+Cj(ij))’ (90)
j=0
where the operators P; and Q; are inserted to indicate the necessary projections of the function f. The advantage
of the non-standard form is that it accounts for the interaction between different scales via an operator-independent
projection applied after evaluating all of the components in (90). Namely, we observe that although the components
Ajf + C;f € Wj, are a part of the multiwavelet expansion, the components B; f € V; need to be projected on the
appropriate wavelet subspaces [1] to obtain the final result.
We note that there are several ways to implement the application of the non-standard form to functions. Using
Theorems 9 and 10, a new adaptive algorithm has been developed recently and will be described elsewhere [16].

7. Conclusions

Using the Poisson kernel and the projector on the divergence free function as examples, we have constructed sep-
arated representations of these kernels in multiwavelet bases. A similar approach is applicable to non-homogeneous
convolutions, for example kernels e "I/l /||x||, where 1+ > 0 and x € R3, used in [4] and [5]. The key to these compu-
tations are separated approximations described in Section 2.1. Our approach also reveals the structure of operators on
fine scales depicted in Theorems 9 and 10.
Appendix A

Let us provide a brief proof of properties of the cross-correlation functions in Proposition 3.

(1) Since P;(—x) = (—=1)! P;(x), we have from (6) ¢;(—x + 1) = (—=1)'¢(x). Setting x + y = —z + 1 in (7), we
obtain

;1 (x) = / Gi(—2+ Dy (—z — x + Ddz = (= 1)+ f 6i ()b (2 +x) dz.

(2) The relations between @ and @~ follow from the direct examination of (8) and (9).
(3) Since

1
050 = [ it + 31600 dy,
0
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the values at zero are obtained using the orthonormality of the scaling functions ¢;.
(4) Let us obtain the upper bound for @;, using (9). We have

1/2 1/2

1-x 1—x 1—x
[|¢i(x+y)||¢i'(y)|dy< /|¢t(x+y)|2dy /|¢i/(y)|2dy ; (A.1)
0 0 0

and, maximizing the interval of integration by setting x =0 in (A.1) and using orthonormality of the scaling
functions, arrive at
1/2

1 1/2 1
0t ()] < /|¢i(y>|2dy /|¢i/<y>|2dy <l
0 0

(5) From (9) we obtain & &7 (x) = —¢(x) = —v/2I + 1Pi(2x — 1). Using P,(x) = C;’*(x) from [23, Eq. 22.5.36]
and differentiating the Gegenbauer polynomials, % C 1111/ 2 x)=-C 11/ 2 (x), we find that the cross-correlation func-
tions @[6 are, in fact, rescaled Gegenbauer polynomials as stated in Proposition 3.

(6) Since 451'6 (x),1=0,...,2m— 1, are orthogonal polynomials on [0, 1], we have (10). The coefficients c;'l?, are then
easily evaluated via (11).
(7) Let us evaluate the moments,

o]

p= [ enca= [ [ a0 ngnmavar

where integration is limited to the support of the integrants. By changing variables z = x + y, we obtain

I = / /(Z — " ¢i ()i (y)dydz.

—00 —00

Since ¢; are orthogonal polynomials on [0, 1], we have ffooo 7/ ¢i(z)dz =0 for j <i — 1. Using the binomial

expansion,
m ‘( 1)m < ?
m!(— ; —j
Il.’?/zZ:m /Zj¢i(Z)dZ /ym T (y)dy |,
—o /=)
J —00 —00

we obtain that [%, = 0 if m <i + i"—1.
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