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1. (30 points: 5 each) If the statement is always true mark "TRUE" and provide a brief justification; if it is possible for the statement to be false then mark "FALSE" and provide a counterexample.
(a) A linear system of equations consisting of the same number of variables and equations always has a unique solution.

False. As a counterexample, consider the system

$$
\left\{\begin{array}{r}
x_{1}+x_{2}+x_{3}=1 \\
2 x_{1}+2 x_{2}+2 x_{3}=2 \\
3 x_{1}+3 x_{2}+3 x_{3}=3
\end{array}\right.
$$

which will feature two free variables and have infinitely many solutions.
(b) The determinant of a nonsingular matrix is 0 .

False. A singular matrix will have determinant 0 . As a counterexample to the given statement, note that the identity matrix is nonsingular and has a determinant of 1 .
(c) If $\mathbf{A}$ is a $4 \times 3$ matrix and $\mathbf{B}$ is a $2 \times 4$ matrix, then the product $\mathbf{B A}$ is defined.

True. Since B has the same number columns as A has for rows, then the product BA is defined.
(d) If a $2 \times 2$ upper-triangular matrix is invertible, then its inverse is also upper-triangular.

True. An arbitrary $2 \times 2$ upper-triangular matrix is of the form: $\left[\begin{array}{ll}a & b \\ 0 & d\end{array}\right]$. If it is invertible, then its inverse is $\frac{1}{a d}\left[\begin{array}{cc}d & -b \\ 0 & a\end{array}\right]$.
(e) If $\mathbf{A x}=\mathbf{b}$ is incompatible, then so is $\mathbf{A x}=\mathbf{c}$.

False. Suppose $\mathbf{A}=\left[\begin{array}{ll}1 & 1 \\ 2 & 2\end{array}\right], \mathbf{b}=\left[\begin{array}{l}1 \\ 0\end{array}\right]$, and $\mathbf{c}=\left[\begin{array}{l}0 \\ 0\end{array}\right]$. Then $\mathbf{A x}=\mathbf{b}$ is incompatible but $\mathbf{A x}=\mathbf{c}$ is compatible.
(f) If $A$ is invertible, then the determinant of $\mathbf{A}$ is the same as the determinant of $\mathbf{A}^{-1}$.

False. As a counterexample, if $\mathbf{A}=\left[\begin{array}{ll}1 & 0 \\ 0 & 4\end{array}\right]$, then $\mathbf{A}^{-1}=\left[\begin{array}{ll}1 & 0 \\ 0 & \frac{1}{4}\end{array}\right]$. We see that the determinant of $\mathbf{A}$ is 4 , but the determinant of $\mathbf{A}^{-1}$ is $\frac{1}{4}$.
2. Consider the matrix $\mathbf{A}=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 4 \\ 3 & 0 & 1\end{array}\right]$.
(a) (10 points) Use Gauss-Jordan Elimination to find the inverse of $\mathbf{A}$.

$$
\begin{aligned}
{[\mathbf{A} \mid \mathbf{I}]=} & {\left[\begin{array}{lll|lll}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 4 & 0 & 1 & 0 \\
3 & 0 & 1 & 0 & 0 & 1
\end{array}\right] \xrightarrow{R_{3}^{\prime}=R_{3}-3 R_{1}}\left[\begin{array}{ccc|ccc}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 4 & 0 & 1 & 0 \\
0 & 0 & 1 & -3 & 0 & 1
\end{array}\right] } \\
& \xrightarrow{R_{2}^{\prime}=R_{2}-4 R_{3}}\left[\begin{array}{ccc|ccc}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 12 & 1 & -4 \\
0 & 0 & 1 & -3 & 0 & 1
\end{array}\right]=\left[\mathbf{I} \mid \mathbf{A}^{-\mathbf{1}}\right]
\end{aligned}
$$

So,

$$
\mathbf{A}^{-\mathbf{1}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
12 & 1 & -4 \\
-3 & 0 & 1
\end{array}\right]
$$

(b) (10 points) Use your answer from (a) to find the solution of

$$
\left.\begin{array}{c}
\left\{\begin{array}{cl}
x_{1} & =-3 \\
x_{2}+4 x_{3} & =1 \\
3 x_{1} & +x_{3}
\end{array}=0\right.
\end{array}\right\} \begin{gathered}
\mathbf{x}=\mathbf{A}^{-\mathbf{1}} \mathbf{b}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
12 & 1 & -4 \\
-3 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
-3 \\
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
-3 \\
-35 \\
9
\end{array}\right] .
\end{gathered}
$$

3. Let $\mathbf{A}=\left[\begin{array}{llc}0 & 1 & -3 \\ 0 & 2 & 3 \\ 1 & 0 & 2\end{array}\right]$.
(a) (10 points) Determine the permuted LU-factorization of $\mathbf{A}$.

First we row-reduce the matrix $\mathbf{A}$ :

$$
\mathbf{A}=\left[\begin{array}{ccc}
0 & 1 & -3 \\
0 & 2 & 3 \\
1 & 0 & 2
\end{array}\right] \xrightarrow{R_{1} \leftrightarrow R_{3}}\left[\begin{array}{ccc}
1 & 0 & 2 \\
0 & 2 & 3 \\
0 & 1 & -3
\end{array}\right] \xrightarrow{R_{3}^{\prime} \rightarrow R_{3}-\frac{1}{2} R_{2}}\left[\begin{array}{ccc}
1 & 0 & 2 \\
0 & 2 & 3 \\
0 & 0 & -\frac{9}{2}
\end{array}\right]=\mathbf{U} .
$$

The first row operation was the only row interchange, so we have that

$$
\mathbf{P}=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

The second row operation was the only instance of adding a multiple of one row to another, so we have

$$
\mathbf{L}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & \frac{1}{2} & 1
\end{array}\right]
$$

We can multiply to verify that $\mathbf{P A}=\mathbf{L U}$.
(b) (10 points) What is the determinant of $\mathbf{A}$ ?

Since we have the permuted LU-factorization from (a) and only one row interchange was required, we see that the determinant of $\mathbf{A}$ is

$$
\begin{aligned}
\operatorname{det}(\mathbf{A}) & =(-1)^{1} \operatorname{det}(\mathbf{U}) \\
& =-(1)(2)\left(-\frac{9}{2}\right) \\
& =9
\end{aligned}
$$

Alternatively, we can use Laplace Cofactor Expansion to determine the determinant of A.
(Continued from previous page.)
(c) (10 points) Use the permuted LU-factorization from (a) to solve the system $\mathbf{A} \boldsymbol{x}=$ $(1,5,2)^{T}$. You must use the permuted LU factorization to receive points. Other methods will receive no points.

Let

$$
\mathbf{b}=\left[\begin{array}{l}
1 \\
5 \\
2
\end{array}\right]
$$

We will use the permuted-LU factorization we found in (a) to solve $\mathbf{A x}=\mathbf{b}$. To do this, recall that we must first solve $\mathbf{L y}=\mathbf{P b}$ for $\mathbf{y}$, and then we will be able to solve $\mathbf{U x}=\mathbf{y}$ for $\mathbf{x}$.
First, we see that

$$
\mathbf{P b}=\left[\begin{array}{l}
2 \\
5 \\
1
\end{array}\right]
$$

So, in forward-solving $\mathbf{L y}=\mathbf{P b}$, that is

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & \frac{1}{2} & 1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{l}
2 \\
5 \\
1
\end{array}\right]
$$

we see that $y_{1}=2, y_{2}=5$, and $\frac{1}{2}(5)+y_{3}=1$. This last equation yields $y_{3}=-\frac{3}{2}$. So, we have

$$
\mathbf{y}=\left[\begin{array}{c}
2 \\
5 \\
-\frac{3}{2}
\end{array}\right]
$$

Now, we back-solve to solve $\mathbf{U x}=\mathbf{y}$ for $\mathbf{x}$. We have

$$
\left[\begin{array}{ccc}
1 & 0 & 2 \\
0 & 2 & 3 \\
0 & 0 & -\frac{9}{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
2 \\
5 \\
-\frac{3}{2}
\end{array}\right],
$$

so we see that $-\frac{9}{2} x_{3}=-\frac{3}{2}$. Thus, $x_{3}=\frac{1}{3}$. From the second row, we see that $2 x_{2}+3\left(\frac{1}{3}\right)=$ 5 , which tells us that $x_{2}=2$. Lastly, from the first row we see that $x_{1}+2\left(\frac{1}{3}\right)=2$, which tells us that $x_{3}=\frac{4}{3}$. So, the solution of the equation $\mathbf{A x}=\mathbf{b}$ is

$$
\mathbf{x}=\left[\begin{array}{c}
\frac{4}{3} \\
2 \\
\frac{1}{3}
\end{array}\right] .
$$

4. (10 points) Suppose that $n \times n$ matrices $\mathbf{A}$ and $\mathbf{B}$ are similar. That is, there exists an invertible matrix $\mathbf{S}$ such that $\mathbf{B}=\mathbf{S}^{-1} \mathbf{A S}$. Prove that $\mathbf{A}$ and $\mathbf{B}$ have the same determinant.

We know that the determinant of the product of matrices is the product of the determinants. We also know that the determinant of an inverse matrix is the reciprocal of the determinant of the original matrix. So, we have the following:

$$
\begin{aligned}
\operatorname{det}(\mathbf{B}) & =\operatorname{det}\left(\mathbf{S}^{-\mathbf{1}} \mathbf{A} \mathbf{S}\right) \\
& =\operatorname{det}\left(\mathbf{S}^{-\mathbf{1}}\right) \operatorname{det}(\mathbf{A}) \operatorname{det}(\mathbf{S}) \\
& =\frac{1}{\operatorname{det}(\mathbf{S})} \operatorname{det}(\mathbf{A}) \operatorname{det}(\mathbf{S}) \\
& =\operatorname{det}(\mathbf{A})
\end{aligned}
$$

5. (10 points) Find all solutions of the following system:

$$
\left\{\begin{aligned}
x_{1}+4 x_{2}-2 x_{3} & =-3 \\
2 x_{1}+x_{2}+3 x_{3} & =1
\end{aligned}\right.
$$

We will write this system as an augmented matrix and then row reduce using Gauss-Jordan Elimination:

$$
\begin{gathered}
{\left[\begin{array}{ccc|c}
1 & 4 & -2 & -3 \\
2 & 1 & 3 & 1
\end{array}\right] \xrightarrow{R_{2}^{\prime}=R_{2}-2 R_{1}}\left[\begin{array}{ccc|c}
1 & 4 & -2 & -3 \\
0 & -7 & 7 & 7
\end{array}\right] \xrightarrow{R_{2}^{\prime}=-\frac{1}{7} R_{2}}} \\
\\
\\
{\left[\begin{array}{ccc|c}
1 & 4 & -2 & -3 \\
0 & 1 & -1 & -1
\end{array}\right] \xrightarrow{R_{1}^{\prime}=R_{1}-4 R_{2}}\left[\begin{array}{ccc|c}
1 & 0 & 2 & 1 \\
0 & 1 & -1 & -1
\end{array}\right]}
\end{gathered}
$$

From this, we see that $x_{1}$ and $x_{2}$ are lead variables, and $x_{3}$ is a free variable. Specifically, we see that $x_{1}=1-2 x_{3}$ and $x_{2}=-1+x_{3}$. So, our solutions can be written as

$$
\mathbf{x}=\left[\begin{array}{c}
1-2 x_{3} \\
-1+x_{3} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
1 \\
-1 \\
0
\end{array}\right]+x_{3}\left[\begin{array}{c}
-2 \\
1 \\
1
\end{array}\right]
$$

