APPM 2360 Exam 2 Fall 2022

1. [2360/101922 (24 pts)] The following parts are not related.

(a) (10 pts) Show that the Wronskian of the functions {t +3,t2—-1,2t2 -t — 5} cannot be used to determine if the functions are
linearly dependent or independent.

(b) (14 pts) Consider the linear system
T+ 229 + 3 =4
T, + 229 = 2
r1 + 22 + 33 = —7

Use the inverse of the coefficient matrix to find the solution to the system. You must use elementary row operations to find the

inverse.
SOLUTION:
(a)
t+3 t2—-1 2t2—-t—5
Wit +3,12 1,2t —t —5](t) = | 1 2t 4t —1
0 2 4
t+3 2t2—t—5 t+3 t2-1
_o(_1\3+2 _1\3+3
=207 u—1‘+4<” 1 2t’

= 204t —t + 12t — 3 — 26> + 1 +5) +4(2t> + 6t — t* + 1)
= 4t — 24t — 4+ 442 + 24t +4 =0

Since the Wronskian of the functions vanishes identically, we can conclude nothing about the linear dependence or independence
of the functions.

1 2 1 1 4
(b) The system can be written as AX = b with A = |1 2 0|, X = |z2|, b = 2|. We need to find A~! so that
1 1 3 T3 -7
X=A"1b.
1 2 1|1 0 O [ 1 2 1 1 0 0
1 2 0|0 1 0|—=1]0 0O -1|-1 1 0] —
1 1 3|0 0 1 L 0 -1 21 -1 0 1
1 2 0 01 0] 1 0 0] —6 5 2 —6 5 2
0 0O -1|-1 1 0|—={(0 10 3 -2 -1 — A7l= 3 -2 -1
0 -1 0|-3 2 1] 0 0 1 1 -1 0 1 -1 0

2. [2360/101922 (20 pts)] The following parts are not related. Justify your answers.

1 0 2
(a) (10 pts) Does the set 11,11}, 1 form a basis for R3?
0 1 -1

(b) (10 pts) Determine if the following subsets W of the given vector space V are subspaces. Assume that the standard definitions of
vector addition and scalar multiplication apply.

r 0 p
i. 5pts) V = Mss; W is the set of matrices of the form |0 s 0| where p, ¢ are real numbers and r, s, ¢ are integers.
qg 0 t

ii. (5pts) V = R3; W is the set of solutions to the equation 4z, — 39 + 923 = 0.



SOLUTION:

(a) There are three vectors in R, a vector space of dimension 3. Check for linear independence:

2] 0] 10 2] [a 0
1 + o 1 + c3 1{ = 1|0 — 1 1 1 Co| = 0
~1 0] 0 1 —1| |es 0
10
11 1 =1(-1)*! ! + 1( 1)2+1O 2= 942-0
0 1 1 1 -1 1 -1

The vectors are linearly dependent and thus cannot form a basis for R3.

(b) i. Wis not a subspace. W is closed under vector addition (the sum of two integers is an integer) but is not closed under scalar
multiplication. For example,

V2 0 0
T=IcW but V2d=|0 V2 0|¢W
0 0 V2
ii. W is a subspace. Use linear combinations to check for closure. Let o, 8 € R and
Ul U1
U= |us eEW = 4u; —3us+9u3 =0 and V = |ve eW — 4vy —3vy +9v3 =0
us V3
auy + oy
Then oW + BV = |aug + Bvo | and
aus + ng

4(auy 4 Bur) — 3(aug + Bu2) + Y(aus + fus)
= a(4uy — 3us + us) + S(4vy — 3vg + 9v3)

= a(0) + 8(0)
=0+0=0 = au+8vew

W is closed under vector addition and scalar multiplication and therefore a subspace. Note also that the equation is linear
and homogeneous and hence the Superposition Principle applies, which is essentially the closure properties.

3. 123607101922 (12 pts)] Write the word TRUE or FALSE as appropriate. No work need be shown. No partial credit given.

, ATA’ and ‘AAT| are defined.
“H=1]A|/BI.

(¢c) If square matrix A has O for an eigenvalue, then Cramer’s Rule can be used to solve the system AX = b.

(d) Tr [(21)3] = 24 where I is the 3 x 3 identity matrix.
(e) 2 € span L0 01
3 4| P00 1) j0 0
(f) Homogeneous systems of linear algebraic equations are never inconsistent.

SOLUTION:

(a) TRUE If A is m x n, then ATA isn x n and AAT is m x m which are both square and the determinant is defined.
(b) TRUE [AB~!| = [A[[B~!| = |A|B|"! = |A|/|B|

(c) FALSE If 0 is an eigenvalue of a square matrix, then |A| = 0 and Cramer’s Rule cannot be used.

2 0 0]° 2 0 0][2 00200 8 0 0
(d TRUE Tr[(21*] =Tr [0 2 0| =Tr[ |0 2 0| [0 2 0||0 2 o |=Tr|0 8 0| =24
00 2 002/ loo 2/loo 2 00 8

1 0 0 1 1 2 .
(e) FALSE ¢; {0 1} + co [0 0} = [3 4} has no solution. Oc; + Ocs can never equal 3.



(f) TRUE They always have at least the trivial solution.

1 0 2 1|0
4. [2360/101922 (22 pts)] Consider the augmented matrix | O 0 0 0 | O | derived from the linear system AX = 0.
0 0 0 1(0

(a) (10 pts) If the matrix is in RREF, write the word YES. Otherwise, write NO and put the matrix in RREF.

(b) (12 pts) Find a basis for the solution space of the system. What is the dimension of the solution space?
SOLUTION:

(a) NO. The following operations will put the matrix into RREF: Ry <+ R3 then R} = —1Rs + R;.

1 0 2 0]0
0 0 0 10
0 0 0 0}0

(b) From the RREF, the leading/basic variables corresponding to the pivot columns are x1 and x4. The free variables are o = s
and x3 = t. The solutions of the system are

1 —2t 0 -2 0 -2
> |z | s | _ 1 0 . — 1 0
X = e M 51 +1 11 s,t € R orequivalently X € span ol * 1 1
Ty 0 0 0 0 0
0 -2
. . . . . 1 0
The solution space has dimension 2 with basis ol * 1 1
0 0
|
5. [2360/101922 (22 pts)] The following parts are not related.
(a) (10 pts) The characteristic polynomial of a certain matrix B is p(A\) = 2A% + 65 + 5A%.
i. (2 pts) What is the order/size of the matrix B?
ii. (8 pts) Find the eigenvalues of B and their (algebraic) multiplicities. Do not find the eigenvectors.
-7 4 0 -1
0 1 0 -2 . . oy . .
(b) (12pts) Let A = 0 4 -7 _1 and let E_; denote the eigenspace associated with eigenvalue A = —7. Find a basis for
0 0 0 -7

and the dimension of E_~.
SOLUTION:
(a) 1. Since the characteristic polynomial is degree 6, B is of order 6 or 6 x 6.
ii.
200 +6X° +5A1 =0
ME2A24+60A+5)=0 = A=0 or 2X\24+6\A+5=0

/\_—6i«/62—4(2)(5)_761\/—74_76ﬁ:2i_73j:i
N (2)(2) N 4 42

34 3
The eigenvalues of B are 0 with multiplicity of 4 and + l, TZ, each with multiplicity of 1.
(b) We need to solve (A + 7I)V = 0
040 —L[0] . . 010 —3]0 vy =7
008 0 —2/0 [ =0T E wwp [ 000 00 00| _ we=ju= gt
0 4 0 —Lfo |7 Br 000 00 vs =
000 oO0f0 | ™ 0 0 0 0]0 ve=t



A basis for E_+ is which has dimension 3.

o O O
o = o o



