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1. Introduction

Radial basis functions (RBFs) were first applied to the task of solving PDEs about 20 years ago. Only in the last few years
has this effort progressed to the point of demonstrating that the approach can compete successfully in terms of cost-effec-
tiveness against the very best existing techniques on several ‘global-scale’ test problems in the geosciences [5-7,30]; for an
overview, see [4]. Even so, calculations using RBFs in full 3D are not likely to scale well for increasing problem sizes, due to
the operation count. For time dependent problems with N spatial nodes, it typically costs O(N*) operations to create the dif-
ferentiation matrices (DMs), which then can be applied at a cost of O(N?) operations for each time step. With the alternative
approach of instead using local RBF-generated finite difference (RBF-FD) formulas, both of these types of costs will be re-
duced to O(N) operations. Memory requirements will similarly get reduced from O(N?) to O(N). Although the accuracy will
be somewhat less for the same number of nodes, the overall computational cost-effectiveness can nevertheless be signifi-
cantly higher. Some recent studies on solving elliptic and convection-diffusion type PDEs have shown the RBF-FD approach
to be very successful in meshfree multivariate settings [2,22,24-26,31]. Such RBF-FD methods have not yet been described in
the literature for purely convection-type PDEs. The reason for this is the common occurrence of spurious eigenvalues in the
resulting DMs, together with the fact that the PDE itself in these cases offers no stabilizing viscous damping. As a result,
numerical time stepping becomes very prone to instabilities. We introduce here two easy to implement RBF-based types
of filters, which damp all spurious modes while leaving the physically relevant modes essentially intact. The preferred ap-
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proach when using RBF-FD formulas involves approximating high powers of the Laplacian operator, and is closely related to
the hyperviscosity method, which is commonly used in direct numerical simulations of turbulence (see [1] for references; an
early motivation of the concept can be found in [8]). The approach we introduce here for the global RBF case achieves sta-
bilization without involving any approximations of high derivatives. Both approaches make highly accurate simulations pos-
sible for a wide range of convection-type PDEs also over very long integration times. We verify this for two standard test
problems of purely convective flows over the surface of a sphere.

2. FD-type formulas for derivative approximations

RBF-FD approximations arise naturally as generalizations of regular FD approximations, which we therefore summarize
next.

2.1. Polynomial-based FD formulas

Regular FD formulas are usually derived only in 1D. Generalizations to more dimensions are mostly limited to Cartesian
type grids, which allow such 1D formulas to be applied separately in each spatial direction. The simplest approach for finding
the weights in 1D FD formulas (although not the most effective one, cf. [10]) is to consider the FD weights to be unknowns
and then enforce that the resulting FD formula becomes exact for the monomials 1, x, X%, .. ., up to as high degree as possible.
For example, in the case of approximating a linear differential operator L (such as 2,2, etc.) at a location x. with an n-node

X 7 Ox2?
stencil, we can determine the weights w; at node locations x;, i=1, 2, ..., n, by solving the linear system

1 1 1 - 1 w; L1],_,.

X1 X X3 v Xn wo LX|)<:)<C

2 2 2 2 2

XpXp X3 e X || ws | = | WX (2.1)
-1 -1 -1 1 -1

X1 xo-l o R wy X"

As long as the nodes x; are distinct, this Vandermonde matrix is guaranteed to be nonsingular. This unisolvency property is no
longer assured if the approach is generalized to scattered nodes and multivariate polynomials in 2D or higher.

2.2. RBF-generated FD formulas

The key idea is to replace the 1D polynomial test functions {1,x,x?,...} with dD RBFs ¢(||x — x;||) centered at the nodes x;
(i=1,2,...,n). For the RBF types listed in Table 1 (and many others), this restores guaranteed nonsingularity, no matter how
the (distinct) nodes x; are scattered. With ||| denoting the standard Euclidean 2-norm, the counterpart to (2.1) for approx-
imating a linear operator L at location x. becomes

ol —xl) el —xll) - d(la—xal) 7w [LOUR= 21Dy
(llx1 = 2l)  d(lx2 = Xal) -+ D(|IxXn = X2l]) | | W2 Lo([1x — X2|[) |5y,
= . (2.2)
ox ~xall) Gl —2l) - S —xal) ] Lwal [ Lo(x—2all)]ey,
The matrix A in the linear system above is the same as the matrix that arises in standard RBF interpolation of scattered data:
If the data values are f; at the locations x;, i =1, 2, ..., n, the RBF interpolant becomes
n
() = Ji(|1x - xil)), (2.3)
i=1
Table 1

Definitions of some smooth radial functions. The shape parameter ¢ controls the flatness (width) of
the basis functions.

Examples of positive definite radial functions

GA Gaussian o(r) = e-(@n?

IMQ Inverse multiquadric G(r) = —=1
1+(er)?

1Q Inverse quadratic o(r) = —1

Example of a radial function that is not positive definite
MQ Multiquadric




2272 B. Fornberg, E. Lehto/Journal of Computational Physics 230 (2011) 2270-2285

where the coefficient vector /. is obtained by solving A/ =f. In this case of RBF interpolation, (2.3) is often replaced by
s(x) = 141X — Xil])) + /ns1 together with the constraint 37}, Z; = 0. When using this alternate procedure, the same type
of derivation that led to (2.2) will instead lead to the relation

‘ 1 Wy L(f)(H&*&]H)‘K:&
A | : :
1| W | | L%~ xal Dy |- (24)
i — —_ + —_ — —
T 1 | 0f[Win L],

The A-matrix in (2.4) is the same as the matrix in (2.2), and the last entry w,.; in the solution vector should be ignored.

We use RBFs to calculate derivative approximations in two different modes, global and local. In both cases, each of the N
nodes across the full domain requires its own stencil. In the global mode, the number of nodes/weights n within each stencil
will be the same as the total number of nodes N in the full domain. In this case, we will calculate all weights by (2.2). This
study focuses on the local case (RBF-FD), for which the number of nodes n in each stencil is much less than N. Since numerical
experiments show that (2.4) then usually is a better choice than (2.2), this was used for the tests we describe in Sections 5
and 6. All the work in the present study has been carried out using GA RBFs, i.e. ¢(r) = e,

2.3. Differentiation matrices (DMs)

2.3.1. Global RBF derivative approximations

In the global case, the nodes within the stencil, X1,X», . . ., X5, include all the nodes in a domain, i.e. n = N. The task of approx-
imating L requires for each node point a separate set of weights. A DM is a matrix that contains these weight sets in its suc-
cessive rows. To find this DM, we first use (2.2) to obtain the full weights sets at every one of the node points, giving A W = B,

where A again has the elements A;; = ¢(]|x; — x;||), and B is a square matrix with the elements B;; = L¢(]|x — x| Dl The DM D
then becomes
D=W"=B"A"", (2.5)
i.e. we approximate
LF (%), flx1)
: ~ {D } :
Lf (%) [y_xy f(xn)

Both A and B are obtained in O(N?) operations, but computing D requires O(N*) operations (assuming the use of direct meth-
ods). When solving a time dependent PDE by a Method of Lines (MOL) approach, each time step will require one or more
matrix-times-vector multiplications, at a cost of O(N?) operations.

It can be noted that compactly supported RBFs (such as Wendland functions and related similar classes [27,33]) will make
both A and B sparse, but this property does not carry over to D. The purpose of the RBF-FD approach is to speed up calcu-
lations by achieving matrices D that are both accurate and very sparse.

Another significant issue relates to numerical conditioning, especially in cases when good accuracy requires small values
of the shape parameter ¢. The matrices A and B remain finite even in the ¢ — 0 limit, whereas the elements of A~! then di-
verge rapidly to infinity. Nevertheless, the entries of D = BTA™! typically converge (always in the case of GA RBFs [3,17,23]).
Their stable numerical calculation for all values of ¢ was first achieved by the Contour-Padé algorithm [16], although with
quite severe limitations on N (N < 25in 1D and N < 80 in 2D; significantly higher in 3D). These limitations are restrictive for
global RBF approximations, but can be acceptable in RBF-FD contexts. Significant efforts have since been devoted to finding
stable algorithms without any limits on the number of nodes. The original version of the RBF-QR algorithm [14] applies to
any number of nodes scattered over the full surface of a sphere, and a recent variation applies to scattered nodes in finite
domains in 1D, 2D and 3D [12].

2.3.2. RBF-FD derivative approximations

For each of the N node points in a computational domain, the RBF-FD approach requires a separate stencil, each based on
n node points. The resulting RBF-FD DMs are best represented as sparse matrices, with n entries in each of their N rows. Each
application of a spatial operator will then only require one sparse matrix-vector multiplication, i.e. about 2Nn arithmetic
operations (where n < N). For simplicity, we include in the RBF-FD stencil with each node only its n — 1 nearest neighbors.
Finding these neighbors is a computationally fast task even for very large N, when using kd-trees (for which effective imple-
mentations are available, e.g. in Matlab Central). However, it is possible that other strategies (not tested in the present work)
might be advantageous. For example, in the vicinity of boundaries, it may become necessary to use partly one-sided approx-
imations. Also, for convective operators L, it might be preferable to use more nodes along rather than across the direction of
the flow [11], or to incorporate some type of upwind concepts.
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3. Three related strategies for high frequency damping

The first three subsections below each describe a high mode filtering strategy. We illustrate each in the case of a simple
1D equispaced test case. The two RBF-based methods are novel, and they apply immediately also to scattered multidimen-
sional node sets.

3.1. Regular FD-based hyperviscosity

This procedure is easiest to describe on an infinite unit-spaced grid in 1D, i.e. X = k, k integer. The Fourier modes that are
distinguishable from each other on this grid are then '“*, || < 7. Choosing for example n = 7, the main possibilities for dif-
fusive FD operators that can be implemented with n node wide stencils, become

";275‘, approximated to 2nd,4th, and 6th order,

D=<¢ — 3475‘7 approximated to 2nd, and 4th order,

6 .
&%, approximated to 2nd order,

Fig. 3.1(a) and (b) show the rate by which the PDE 2 = yDu will alter the amplitude of these modes, for the different cases
above. In case of stencils with weights v, at nodes k, k=-3, -2, —1, 0, 1, 2, 3, the curves in Fig. 3.1 are calculated as

v(w) = Zi?a ek followed by a scaling so that ¢(+n) = 1. It is clear from parts a,b of the figure that the last case (%,

approximated to 2nd order) is optimal in the sense that it leaves the widest range of modes around = 0 intact while still
damping all high ones.

a. Effect of FD-based Hypemiscosity b. Detail of subplot (a)
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Fig. 3.1. The amount to which different 7-node based dissipative procedures leaves low modes intact. (a) and (b) FD-based hyperviscosity, (c) and (d) RBF-
based hyperviscosity ¢ =0.4, (e) and (f) same as (c) and (d) but using ¢ = 0.1, (g) and (h) global RBF filter when applied in local mode.
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3.2. RBF-FD operators for hyperviscosity

+2 To

(?x2

We consider at first scattered nodes in dD. Let the operator L be a power of the Laplace operator 4 = (f;z + (;’Xz >+ -
obtain the weights w by means of (2.2) or (2.4), with ¢(r) = e~ e’ requires us to evaluate :

Lp(r) = 4p(r) = ep(r)d(r) (3.1)

for r=||x;. — xi||, i=1,2,...,n. In this relation, the polynomials p,(r) are multiples of generalized Laguerre polynomials (with
the property that P! (x) are orthogonal over x € [0,00] with respect to the weight function e ™*x*, v=0, 1, ...):

p(r) = (—4)* Kl P{*7'((er)?), k=0,1,2,...
They can readily be calculated recursively

pO(r) = 17
pi(r)  =4(er)’ -2d,

Pea(r) = 4((en)? =2k = 4)pe(r) — 8k(2k =2+ d)py (1), k=1,2,...

In the special case of d = 2, the generalized Laguerre polynomials reduce to the regular ones:

()= {1}o(r),
o(r) = e2{4(er) — 4} o),

26(r) = £*{16(er)* — 64(er)? + 32} (1), (3.2)
d(r) = £5{64(er)® — 576(er)* + 1152(er)? — 384} (),

The second and third rows of subplots in Fig. 3.1 illustrate the effect of these operators (3.1) in the 1D case when using the
formulation (2.2), again with n =7 and with ¢ = 0.4 and ¢ = 0.1, respectively. For k=1, 2, 3 (i.e. using L= A, —4?, A3, resp.),

we see a behavior similar to that for the FD approximations to %, —g%‘, % but, in sharp contrast to the FD case, it is now

perfectly possible to continue to still higher order derivatives with k=4, 5, 6, ... This does not suggest that we are able to
actually approximate 24, 2% 24 using only seven nodes - it just shows that implementing hyperviscosity by means of

RBFs settles into a limit as the power of the Laplacian is increased (cf. Fig. 3.1(d) and (f)). This property offers a significant
advantage in scattered node cases in showing that it is not particularly critical to decide on just what power of the Laplacian
operator to use. For ¢ — 0, the limit will agree with the optimal FD-based case.

3.3. Global RBF filter —A~!

For finite domains in dD, numerical evidence strongly suggest that the A matrices will have (d 6 1 ) = 1 eigenvalue of
size 0(&9), (?) = d of size 0(&?), (szr 1) of size 0(&*), (d J3’ 2) of size 0(¢®), etc. [18] (assuming that the nodes are not
located on some type of regular grid, in which case there will be fewer eigenvalues of each order, i.e. the conditioning of
the A-matrix has been worsened). If the nodes are scattered along the periphery of a circle or on the surface of a sphere,
the number of eigenvalues of sizes 0(&°), 0(¢?), O(¢*), ... become instead {1,2,2,2,2,...} and {1,3,5,7,9,...}, respectively.
It can readily be observed that the corresponding eigenvectors (which we can think of as discrete representations of eigen-
functions) at the same time tend to become increasingly oscillatory in character. The matrix A~! has exactly the same eigen-
vectors as A, but the eigenvalues are the inverses of those for A. In the case of positive definite radial functions, the
eigenvalues of A~! are therefore again all positive. However, assuming that ¢ is relatively small, successive ones will not de-

cay towards zero but will instead grow increasingly rapidly in value. The ODE system Z—% = —A "u will therefore damp low

order eigenfunctions slowly but high ones extremely fast. If one scales the right hand side by some small positive factor
so that the ODE system

du _

dat
only gently damps the high modes, the damping of a wide range of low modes will become barely perceptible. The effect will
be very much like using a global approximation to a very high power of the Laplacian, but with advantages such as:

_'})A*]g (33)

e Great simplicity of the damping operator; just apply the matrix A~!, irrespective of node distribution, number of dimen-
sions, type of (positive definite) radial function, etc.

e No decision is called for with regard to what power of the Laplacian A one should consider (as no Laplacian enters in the
method).

e Guarantee that no mode can grow, no matter what &-value is used.
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Fig. 3.2. Effect on different Fourier modes by centered FD approximations to 9/dx (dash-dot curves) and by the filter (dashed curves) in cases of stencils
with n=3, 7, 21, 41, 81 nodes.

It is possible to use this Global RBF filter approach in a local RBF-FD mode as well. If so, we apply (3.3) separately for each
of the N nodes in the domain, and ignore all entries in the left hand side apart from the one corresponding to the local RBF-FD
stencil’s center point while we, in the right hand side, base A and u on all the n entries of the local stencil. Fig. 3.1 (g) and (h)
show how this approach works in the same 7-node 1D test case studied for the two hyperviscosity approaches. In particular
we see that, as ¢ — 0, the effect will again approach that of the hyperviscosity methods. Although RBF expansion coefficients,
eigenvalues of A7!, etc. all diverge in this limit, the result nevertheless follows from the fact that RBF interpolants then con-
verge to Lagrange’s interpolation polynomial [3]. When ¢ is not pushed quite all the way to zero, this filter is seen to leave an
even larger range of modes nearly intact, but the displayed curves then dip ever so slightly below the zero line, hinting at a
possibility of undesired growth. When this Global RBF filter is used as first described (applied simultaneously to all N nodes
as indicated in (3.3)), this cannot happen. This filter type is our preferred one in global RBF settings, whereas we will use the
hyperviscosity approach (as described in Section 3.2) in RBF-FD settings.

3.4. Comparison between number of modes convected vs. number of modes damped when using FD methods

When using RBF-FD for a convective equation, we need to separately create two sets of stencils: (i) to approximate the
convective operator, and (ii) to implement a matching hyperviscosity filter. The goal of the present section is to offer evi-
dence that it is natural to use the same stencil sizes (values of n) for these two tasks.

With larger (i.e. more accurate) FD stencils for the convective operator, a wider range of modes will be treated accurately.
The hyperviscosity approach can then also leave more modes intact before the damping of the high modes sets in. We com-
pare here, again for simplicity on unit spaced grids in 1D, how the extent of ‘well treated’ modes grows with stencil size for
convection vs. for filtering.

Regarding convection in 1D, we note that the mode u(x) = e~ has the analytic derivative u/(x) = iwe'®. Disregarding the
leading “i”, the factor w that appears in front of the exponential is displayed as the solid diagonal straight line in Fig. 3.2.
Using standard FD approximations instead of analytic differentiation leads to the five dash-dot curves (cf. Fig. 4.1-3 in [9],
and the discussion there). We see that the range of accurately treated modes grows only quite slowly with n (number of
nodes in the stencil). However, several studies (surveyed in [9]) have nevertheless shown increases in n to be very cost-effec-
tive, in particular when increasing from n = 3 (second order accuracy) to the next several orders.

We contrast these curves with the corresponding ones for the optimal hyperviscosity (which is the same as for either of
the two RBF-based filtering procedures in their ¢ — 0 limit), here shown dashed. The second case n = 7 in Fig. 3.2 matches the
7-node case considered in Fig. 3.1. For the same stencil sizes, we see a good match between the range of modes that are con-
vected accurately and the ones that the filter leaves intact. This suggests, as noted above, that one routinely can base the RBF-
FD filter on the same local node set as what is used for the RBF-FD approximation to the convective operator.

The two sets of curves in Fig. 3.2 can be calculated either from the weights of their corresponding FD stencils, or via closed
form expressions. Regarding the approximations to 9/dx, see [19] or [9] (Eq. 4.1-4). The curves for the filter are given by
(sin%’)"i1 (where n is assumed to be odd).

4. Global RBFs and RBF-FD on a spherical surface

In order to test numerical stability properties over long time integrations in cases for which no regular node layouts are
available, we have chosen as our test problems two often used ones for convective flows over the surface of a sphere. For
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creating the RBF-FD filters, we use in all cases (3.2). This is a natural choice since, sufficiently locally, any smooth surface
appears as nearly flat.

4.1. Node sets

We use in this study only MD (maximal determinant) node sets, as described in [29] and available for downloading from
these authors’ web site. In particular, we do not utilize local node refinement in order to meet spatially varying resolution
requirements [5,18]. In case of interpolation with spherical harmonics, the MD node sets are much more stable numerically
than the ME (minimal energy) type sets [29]. This is due to the MD nodes’ subtle location irregularities, which can be seen in
Fig. 4.1. This difference in stability is therefore also present for global RBFs in their ¢ — 0 limit [14], but it becomes insignif-
icant for larger e-values. Tests that we have carried out show that such node location details are irrelevant also for the accu-
racy and robustness of the RBF-FD approach.

4.2. Eigenvalues of the filters

We consider next the filters on their own, without any associated convective operator. In Sections 5 and 6, we then test
the stabilizing filters in combination with such operators.

4.2.1. Global RBF case

Fig. 4.2(a) illustrates the eigenvalues of the global filter DM, as obtained from the eigenvalues of —A~!(based on all N
nodes) in the case of N =900, ¢ = 2.5. As implied by standard RBF theory, all the eigenvalues will be located on the negative
real axis. The ones corresponding to low modes remain very close to the origin, while high ones are shifted far to the left (i.e.
these highly oscillatory modes will be very effectively damped during time stepping).

MD nodes ME nodes

Alads

’ x107" x10°
05 05 "
-~ _ - d B
g 0 ] ER “ 1o
-05 -05 i K
s i i L 1 i _1 L L L L i
-800 -600 -400 -200 0 25 -2 -5 -1 -05 0
Re A Re A x 10°
x10™" X 10*
05
Qf wemmses — -— e = s QOfe . . P T R,
-05 | P
-20 -15 -10 -5 0 -0 -8 -6 -4 -2 0

x 10*

(a) (b)

Fig. 4.2. (a) Eigenvalues of the DM corresponding to the global RBF filter (N = 900, ¢ = 2.5). (b) Eigenvalues of the DM corresponding to a local RBF-FD filter
(N=3600, n=17, ¢ = 2.5). In both cases, the bottom subplot enlarges the area around the origin that is marked by a small rectangle in the upper plot.



B. Fornberg, E. Lehto/Journal of Computational Physics 230 (2011) 2270-2285 2277

4.2.2. RBF-FD case

From the perspective of computational cost (time and memory), the RBF-FD case is the one of most interest. The RBF-FD
filter procedure is now applied to each of the N different n-node stencils separately, modifying only the data value at the
stencil’s center point. It was found by numerical tests (as noted at the end of Section 3.3) that the hyperviscosity approach
then worked better than using a multiple of —~A~! (based on the n nodes within each RBF-FD stencil). As Fig. 4.2(b) shows
(N=3600,n=17, ¢ = 2.5, A%-type hyperviscosity), the DM eigenvalue distribution again resembles the global case in that al-
most all modes are either very close to zero or well into the left half plane. However, in contrast to the global case, some of
the eigenvalues far out in the left half plane have now also noticeable imaginary parts.

Fig. 4.3 illustrates for a relatively large node set on the sphere (N = 25600) how the maximum real part for the DM eigen-
values (obtained readily with Matlab’s eigs routine) varies with n and ¢ when choosing different orders of hyperviscosity
(L=A4, A2, ..., A'°). Numerical ill-conditioning, when calculating the RBF-FD filter stencils, prevented reliable results in
the cross-hatched areas in the bottom right corners of each subplot. The white areas show that, for lower powers of 4, it
is very easy to find combinations of n (stencil size) and ¢ such that no detrimental growth will occur. When higher powers
of A are desired, an easy alternative to finding a good combination of ¢ and n is to apply a lower power of A twice in suc-
cession (however doubling the computational cost). Fig. 4.4 shows that filter stability then becomes nearly perfect.

The results in Fig. 4.3 suggest that the use of a numerically stable RBF algorithm (giving numerical access throughout the
cross-hatched areas) may lead to excellent filters. It is likely that the RBF-RA algorithm [32], presently under development,
will offer this capability. For general 1D, 2D and 3D domains, the RBF-QR algorithm [12] will resolve the conditioning issue.
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Fig. 4.3. The maximum real part of the eigenvalues of the hyperviscosity DMs for different powers of 4, displayed over an (n, ¢)-plane. The eigenvalues are
normalized such that minRe/ = —1. In this figure, N = 25600 and the 2D formula is used. The strip at the bottom explains the different grey levels. White
areas are entirely satisfactory for numerical use.
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Fig. 4.4. The maximum real parts of the eigenvalues of the hyperviscosity DMs when the powers 4° 4%, A4'° are implemented as (43)?, (4%)?, (4°)%,
respectively (i.e. at twice the cost by applying the FD stencils corresponding to the lower powers twice). The numerical values for the different grey levels
are the same as in Fig. 4.3, i.e. the white areas are entirely satisfactory for numerical use.

It should be noted that the &-value and the RBF type used for the filter need not have any relation to what is used in the cor-
responding RBF-FD stencil that approximates the convective operator. Although we only used GA in the present work, MQ (which
is not positive definite) would most certainly have worked equally well for the convective part. If the PDE is linear and its coef-
ficients are not time dependent, one can save operations by simply adding together the stencil weights for the convective operator
and the filter operators before applying them. Otherwise, the RBF-FD filter would be applied as an additional right hand side term.

5. First test case: solid body rotation on a spherical surface

This standard PDE test problem describes convection around an axis that is inclined by the angle « relative to the polar
axis (cf. [6,13,15,28]). Using spherical coordinates in terms of longitude ¢ and latitude

X = pcos @ cosb,
y=psin¢coso,
Z= psin0,

the governing PDE becomes

oh u oh oh

E+—COSQ%+ U%:O, (51)

with

U = cosfcoso — sinfsin @ sina,
{ ¢ (5.2)

v=—singsina

describing the flow velocities. We have here assumed that the sphere has radius one, and a rotation rate for the convection
such that one full revolution corresponds to the time t = 27. As noted in [6], the singularity in (5.1) at the poles (1/cos0 — oo
as 6 — +2) is purely an artifact of the singularity of the spherical coordinate system at these locations, and not of the con-
vective process. Hence, these ‘pole singularities’ will automatically disappear analytically when the spatial operator is applied
in the right hand sides of (2.2) and (2.4), i.e. the RBF-FD weights will not feature any pole-related irregularities. This is in
sharp contrast to the situation when the spatial derivatives in (5.1) are approximated numerically. The singularity of 1/cos6
will then, at the poles, vastly amplify any errors in the % approximations. An additional disadvantage with (¢, #)-based coor-
dinates is that their (wastefully) high resolution in the ¢-direction near the poles leads to a more severe CFL restriction.
We use for this test problem a cosine bell as the initial condition. When centered at (0., ¢.), it is defined by

1 mp
h:{2(1+cosR) p <R, (53)
0 p =R,

where R =1/3 and p = arccos(sinf,sind + cosf.cosdcos (¢ — ¢.)). This is a C'-function, featuring a jump in the second deriv-
ative around its base. It is commonly preferred as a test function over for example Gaussian bells since (i) it is compact in
extent, and (ii) its does not give very high order/spectral methods potentially misleading advantages (that are dependent on
extreme test function smoothness).

5.1. Eigenvalues of the convection operator
5.1.1. Global RBF case

We consider first the global case, in order to provide a reference to compare the RBF-FD approach against. Fig. 5.1(a)
shows the eigenvalues (EVs) in the case of ¢ — 0. In the present case of N =900, i.e. N=m? nodes with m = 30, there are
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Fig. 5.1. DM eigenvalues for the convective operator. (a) and (b) Global RBF approximation with N =900, ¢ =0 and ¢ =5 resp., (c) RBF-FD case, N = 3600,
n=17,¢=25.

m EVs at 0, m — 1 at each of i, m — 2 at each of *2i, etc. until 1 at each of #(m — 1)i [15]. For positive &, these EVs get per-
turbed but, in this solid body convection problem, they remain exactly on the imaginary axis although no longer only at inte-
ger multiples of i [6,21]; cf. Fig. 5.1(b). Low modes remain very accurate, but high modes feature errors that will become
purely dispersive during time stepping.

5.1.2. RBF-FD case

The DM will again be accurate for low modes, but errors for higher modes will no longer be purely dispersive. Fig. 5.1(c)
illustrates a typical case for which many high modes have been scattered quite far into the two half planes. The eigenvalues
in the left half plane will be naturally decaying when the PDE is advanced in time, but the ones in the right half plane will
need to be suppressed by the RBF-FD filter. Fig. 5.2 shows how the convection operator’s spectrum has changed after the
RBF-FD filter has been applied (by adding its DM to that of the convective operator, scaled with the magnitude of the local
velocity; Figs. 5.1(c) and 5.2 were obtained with N = 3600, n =17, ¢ = 2.5 and A?-type hyperviscosity). We recognize here a
large number of low modes in quite accurate positions along and just to the left of the imaginary axis. All the offending spu-
rious modes, previously in the right half plane, have now moved to the left half plane where most standard numerical time
stepping methods will naturally damp them out. In both this and the next test case, we used the most standard fourth order
Runge-Kutta (RK4) algorithm, choosing the time steps sufficiently small that the temporal errors would not exceed the
spatial ones.

5.2. Computations with the filtered RBF-FD approach

Fig. 5.3 shows the numerical solution to the solid body rotation test case and the magnitude of the error after 1, 10 and 1000
revolutions, with the RBF-FD approach using N = 25600 MD nodes, n = 74, ¢ = 8 and A%-type hyperviscosity (implemented

30

201

10 °

Im A
o

Fig. 5.2. Eigenvalues of the same convective operator as illustrated in Fig. 5.1(c), but after a RBF-FD hyperviscosity operator (of same stencil size) has also
been applied at all node points. Note the very different scales along the two axes.
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Fig. 5.3. The numerical solution and the magnitudes of the errors for the solid body rotation test case, using the filtered RBF-FD approach.

directly as A% rather than as (44)?). Even after 1000 revolutions, the cosine bell is intact and essentially without any dispersive
wave train. The errors are still mainly confined to where the initial condition has a discontinuity in the second derivative.

Fig. 5.4 shows a log-log plot of the #, error against N. When applying RBF-FD filter, the power of the Laplacian was here
increased gradually with the stencil size, from 42 for n=17 to A'° for n=101. In order to avoid ill-conditioning as N in-
creases, ¢ was scaled inversely to the node spacing, keeping the condition number of the local RBF matrices roughly constant.
Since the PDE’s initial condition has a discontinuous second derivative, the highest achievable convergence rate is second
order. The ¢, error of O(1/N) seen in Fig. 5.4 is consistent with second order convergence, since the node spacings in the
MD sets are inversely proportional to v/N. The proportionality constant for a given N is seen to improve significantly with
increasing n (stencil size).

The filtered RBF-FD approach requires a strategy for choosing a suitable value for 7, i.e. the amount of hyperviscosity to
apply. The suitable range is limited by two factors:

e 7 too large
- eigenvalues far out in the left half-plane, making the time step stability limited rather than accuracy limited,
- damping also of lower modes, thereby degrading the accuracy.

e 7 too small
- time stepping instabilities due to eigenvalues in the right half-plane.
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We illustrate these effects by displaying how the resulting accuracy varies with y. Considering for N = 25600 the n=17
and n = 101 cases shown at the right edge (top and bottom curves) of Fig. 5.4, we obtain the results in Fig. 5.5. As this shows,
the good range for y is quite wide. For larger stencil sizes, the range becomes wider still if 427 is split into (4P)2. There are
several options for identifying suitable y-values:

e Trial and error in very short test runs. The sharp lower cutoff becomes clear already after a very brief time integration.

e Trial and error for the same values for ¢ and n, but with much lower values of N. Numerical experiments suggest that a
good strategy is to scale y as y ~ NP when using 42P or (4P)*-type hyperviscosity.

e Calculate an approximation for the eigenvalue with the largest real part using an iterative eigenvalue routine for sparse
matrices. This approach can be very fast, but some such routines (e.g. Matlab’s ‘eigs’) occasionally fail to converge.

6. Second test case: vortex rollup

The stationary vortex roll-up test case is an example of a deformational flow that models idealized cyclogenesis. It was
introduced in [20], and has since been implemented with several methods, including global RBFs [5,6]. The governing PDE is
again given by (5.1), but with the wind field (5.2) replaced by

{u = w(0) cos 0,
v =0.



2282 B. Fornberg, E. Lehto/Journal of Computational Physics 230 (2011) 2270-2285

Here, w(0) is the angular velocity, given by
w(0) = | st (p() tanh (p(0)) - p(6) %0,
0 p(0) =0,

where p(0) = pocosd and py is a parameter controlling the radial extent of the vortex. This is again a test problem with a
known analytic solution:

Solutions 5
A 10
6
4
2
0

-4

]

-~

(53]

- N

e S :
»
|| 1
-
0.5

Fig. 6.1. The numerical solution and the magnitude of the errors for the vortex roll-up test case at various times. Here, N = 25600 and n = 50.

Normalized /5 error

Fig. 6.2. The normalized ¢, error at t =3 as a function of N for the vortex roll-up test case.
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h(p,0,t) =1 — tanh <@ sin (¢ — w(H)t)),

where ( is the characteristic width of the frontal zone. To simplify comparisons with other results in the literature, we choose
po=3 and { =5. The solution to this test problem develops increasingly fine structures as time progresses.
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o

=1

Fig. 6.3. Eigenvalues of (a) the global DM and (b) the filtered DM for the vortex roll-up test case. The imaginary axis is marked by a dashed line.
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6.1. Convergence and time stability of RBF-FD implementation

Fig. 6.1 shows the numerical solution and the magnitude of the error at t =3, 6 and 9. Since we use a relatively uniform
MD node set (rather than refine locally near the vortex center), the errors naturally become the largest where the gradients
are the largest. However, even at t = 9, the errors are of the order 103, and the numerical solution is visually indistinguish-
able from the exact one. Like for the first test problem, RBF-FD without filtering would not work well because of a large num-
ber of rapidly growing spurious modes.

Fig. 6.2 shows the normalized ¢, error as a function of N. Since the solution in this test remains infinitely differentiable for
all times, the RBF-FD convergence rate increases as n gets larger (as seen through the increasing slopes of the curves in
Fig. 6.2). It reaches about 8th order for n=101.

6.2. Comparison to global RBFs

The global RBF differentiation matrix for this test case has some eigenvalues with positive real part. Fig. 6.3 illustrates
this, and shows also how the global A~!-type filter moves all eigenvalues to the imaginary axis or into the left half plane.
Even though the original DM has unstable eigenmodes, the smooth initial condition contains only very small amounts of
them, and they do not grow fast enough to become a serious issue until after our end time of t = 9. Although required in
the RBF-FD case, filtering is unnecessary in this test problem when using global RBFs and only integrating over relatively
short times.

As we have noted several times already, our interest in RBF-FD methods is motivated by their lower computer time and
memory requirements. Fig. 6.4 displays these quantities as functions of the error. While the global RBF methods are more
accurate for a given N, they are significantly more costly than RBF-FD methods for given error levels, with increasing advan-
tages for the (filtered) RBF-FD approach when the accuracy requirements are increased.

As shown in [5], locally refined node sets greatly improve the effectiveness of global RBF methods, and will quite certainly
do the same also for RBF-FD methods. This has however not been tested here.

7. Conclusions

RBF-FD operators are fast to generate and very fast to apply. They can offer high accuracy and great geometric flexibility.
Thanks to their local nature, they are likely to prove very well suited for implementations on multiprocessor computer sys-
tems. In the context of solving PDEs by the MOL approach, the primary uncertainty has in the past concerned the numerical
stability of the approach, especially for convective type PDEs that do not offer any natural dissipation that is helpful against
temporal growth of spurious modes. We have here developed a filter approach that is related to traditional hyperviscosity
and which can be applied quickly in any number of dimensions. It has here been tested on two standard convective PDEs test
problems for flows on the surface of a sphere. In both cases, the stabilized RBF-FD approach proved to be highly competitive
against the global RBF method, which in turn (for the same test problems) was extensively compared against a number of
other methods in [5,6]. We have also devised a simple filter approach for global RBF discretizations.
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