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Abstract. A high order Nystrom discretization scheme for rapidly and accurately computing
solutions to boundary integral equations (BIEs) on rotationally symmetric surfaces in R? is presented.
The scheme uses the Fourier transform to reduce the original BIE defined on a surface to a sequence
of BIEs defined on a generating curve for the surface. It can handle loads that are not rotationally
symmetric. The Nystrom discretization is defined on the generating curve of the body and is based
on a Gaussian quadrature rule which is modified near the diagonal to retain high-order accuracy
for singular kernels. The reduction in dimensionality, along with the use of high-order accurate
quadratures, leads to small linear systems that can be inverted directly via, e.g., Gaussian elimination.
This makes the scheme particularly fast in environments involving multiple right hand sides. It is
demonstrated that for BIEs associated with Laplace’s equation, the kernel in the reduced equations
can be evaluated very rapidly by exploiting recursion relations for Legendre functions. Numerical
examples illustrate the performance of the scheme; in particular, it is demonstrated that for a BIE
associated with Laplace’s equation on a surface discretized using 320800 points, the set-up phase
of the algorithm takes 57 seconds on a standard desktop, and then solves can be executed in 0.39
seconds. By combining the technique with the FMM, the scheme is easily extended to multiply
connected domains where the geometry is only locally axisymmetric.

Key words. boundary integral equations, high order discretization, body of revolution

AMS subject classifications. 65R20

1. Introduction. This paper presents a high order Nystrém discretization tech-
nique for boundary integral equations (BIEs) defined on axisymmetric surfaces in R3.
Specifically, we consider second kind Fredholm equations of the form

o(x) +Ak(m7w’) o(x')dA(z') = f(x), x€T, (1.1)

under two assumptions: First, that I is a surface in R? obtained by rotating a curve
v about an axis. Second, that the kernel %k is invariant under rotation about the
symmetry axis in the sense that

k(xz,z')=k(O—0" 7 21" 2"), (1.2)
where (r, z, 8) and (1, 2/, §’) are cylindrical coordinates for x and @', respectively,

x = (r cosf, r sinb, z),

' = (r' cosd 1’ sin@, 2'),

see Figure 1.1. Numerical methods for BIEs under these assumptions have previously
been proposed in several different contexts: stress analysis [3], scattering [12, 24,
31, 32, 33|, and potential theory [18, 28, 29, 30]. The premise of these works is an
observation (see, e.g., [29]) that the rotational symmetry in the geometry can be
exploited to reduce the dimensionality of the problem:

Observation 1: The equation (1.1), which is defined on the two-dimensional surface
T', can via a Fourier transform in the azimuthal variable be recast as a sequence of
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equations defined on the one-dimensional curve v. To be precise, letting oy, frn, and
ky, denote the Fourier coefficients of o, f, and k, respectively (for a precise definition
see (2.6), (2.7), (2.8)), the equation (1.1) is equivalent to the sequence of equations

on(r,z) + \/%/ kn(r,z, 7" 2" Yo (7', 2 ' dl(r', 2') = fu(r, 2), (r,z) €, (1.3)
v

forneZ.

Whenever f can be represented with a moderate number of Fourier modes, the trans-
formation of (1.1) to (1.3) can dramatically accelerate numerical computations. The
principal benefit is that while (1.1) would upon discretization lead to one large linear
system, the formulation (1.3) leads to a sequence of uncoupled small linear systems
(one for each Fourier mode). Since the system matrices are dense, the gain is sub-
stantial. (Observe that the cost of moving between physical space and Fourier space
is essentially negligible due to the speed of the FFT.) Moreover, when discretizing
BIEs, it is much easier to work with a curve than with a surface. The drawback of the
axisymmetric approach is that the kernel function %, in (1.3) is not easily evaluated.

All observations listed so far are well known and have been exploited in, e.g.,
[3, 12, 18, 24, 28, 29, 30, 31, 32, 33]. The present work improves upon earlier results
in two key regards: (1) Highly efficient methods for evaluating the kernel k,, in (1.3)
are presented for the case where k is either the single or the double layer kernel
associated with Laplace’s equation. (2) While earlier work discretized (1.3) using
low-order accurate Galerkin or collocation methods, we have constructed a high order
accurate Nystrom scheme. (The advantages of such schemes are described in, e.g.,
[8].) It discretizes v into Np panels, and then collocates o,, and f,, at Ng Gaussian
nodes on each panel. By modifying the weights for quadrature nodes that are “close”
(in the same or touching panels) a discretization error of approximately O((1/Np)N¢)
is attained.

Numerical experiments indicate that for simple surfaces, a relative accuracy of
10710 is obtained using as few as a couple of hundred points along the generating
curve. The rapid convergence of the discretization leads to linear systems of small
size that can be solved directly via, e.g., Gaussian elimination, making the algorithm
particularly effective in environments involving multiple right hand sides and when
the linear system is ill-conditioned.

In order to describe the asymptotic cost of the proposed method, we make the
simplifying assumption that the number of Fourier modes computed equals the num-
ber of points used to discretize the generating curve «. Splitting the computational
cost into a “set-up” cost that needs to be incurred only once for a given geometry and
given discretization parameters, and a “solve” cost representing the time required to
process each right hand side, we have

3/2 2
Tictup ~ N3/21og(N) + N : (1.4)

—_—— ) et

construction of linear systems inversion of systems
and
3/2
Tiolve ~ NlOg(N) + \N / , ) (15)
FFT of boundary data application of inverses

where N is the total number of degrees of freedom in the system. (A precise description
of the asymptotic costs as functions of the number of Fourier modes, of the number
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of panels, and of the order of the Gaussian quadrature nodes can be found in Section
4.3.) The constants of proportionality hidden in (1.4) and (1.5) were estimated via
numerical experiments reported in Section 6. As a preview of the effectiveness of the
presented approach, let us mention that for a problem involving N = 320800 degrees
of freedom, the setup time was 57 seconds and the solve time was 0.39 seconds when
the method was implemented on a standard desktop PC. With this many degrees
of freedom, solutions with more than ten digits of accuracy were constructed for all
geometries considered. These numbers indicate that while there exist methods with
linear complexity for solving (1.1), the present approach will in practice be much
faster unless N is extremely large, see Remark 1.1.

The Nystrom discretization scheme is particularly simple to combine with accel-
erated methods such as the Fast Multipole Method [15] and H-matrix methods [20]
which means that the proposed scheme can be extended to handle domains involv-
ing several rotationally symmetric bodies (whose symmetry axes do not need to be
aligned). The very high speed is to some degree lost since interbody interactions
cannot be accelerated via the FFT, but the benefits of high accuracy remain. For a
numerical example involving 27 bodies (see Figure 8.1) which were discretized using
a total of 500000 degrees of freedom, it was found that within about an hour and a
half, a solution with ten correct digits could be computed, see Section 7.

The paper is organized as follows: Section 2 describes the reduction of (1.1)
to (1.3) and quantifies the error incurred by truncating the Fourier series. Section 3
presents the Nystrom discretization of the reduced equations using high order quadra-
ture applicable to kernels with integrable singularities, and the construction of the
resulting linear systems. Section 4 summarizes the algorithm for the numerical solu-
tion of (1.3) and describes its computational costs. Section 5 presents the application
of the algorithm for BIE formulations of Laplace’s equation and describes the rapid
calculation of k,, in this setting. Section 6 presents numerical examples applied to
Laplace’s equation. Section 7 extends our approach to multiply connected domains
and Section 8 presents numerical results for this geometry. Section 9 gives conclusions
and possible extensions and generalizations.

REMARK 1.1. There is a variety of so called “fast” methods that could be used to
solve (1.1) with O(N (log N)?) complezity, e.g., the Fast Multipole Method [15], Panel
Clustering [19], Adaptive Cross Approzimation/H-matrices [{], and H*-matrices [5].
Due to the extreme speed of the FFT, problems would have to be very large before “fast”
methods would outperform the simplistic direct solver that we propose. Moreover, for
problems involving axisymmetric domains that are sufficiently complicated that a very
large number of discretization points along v are needed, it would almost surely be
advantageous to apply a “fast” method (e.g. [25]) to the reduced equations (1.3). In
consequence, the fast kernel evaluations proposed here would still be of use.

2. Fourier representation of BIE.

2.1. Problem formulation. Let I' be a surface in R? obtained by rotating a
smooth contour v about a fixed axis and consider the boundary integral equation

o(x) —|—/Fk(:c,:c’) o(z')dA(z') = f(z), xeT. (2.1)

In this section, we will demonstrate that if the kernel k is rotationally symmetric in
a sense to be made precise, then by taking the Fourier transform in the azimuthal
variable, (2.1) can be recast as a sequence of BIEs defined on the curve . To this
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Fic. 1.1. The azisymmetric domain I generated by the curve 7.

end, we introduce a Cartesian coordinate system in R?® with the third coordinate axis
being the axis of symmetry. Then cylindrical coordinates (r, z,6) are defined such
that

r1 =1 cosl,
To = 7 sin#,

Ir3 = 2.

Figure 1.1 illustrates the coordinate system.

The kernel k in (2.1) is now rotationally symmetric if for any two points @, x’ € T,

k(xz,z')=k(O—0" 7 21" 2"), (2.2)

where (6/,7/,2') are the cylindrical coordinates of @’
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2.2. Separation of variables. We define for n € Z the functions f,, o,, and
k,, via

—in6

fn(r,z):/Te = [(0.r.2) b, (2.3)
e—in0

on(r,z) = jrﬁo(ﬁ,r,z) de, (2.4)

efinG

kn(r,z,r' 2 :/ kO, r, 2,7, 2")do. 2.5
)= [ Sk ) 29

The definitions (2.3), (2.4), and (2.5) define f,, o, and k,, as the coefficients in the
Fourier series of the functions f, o, and k about the azimuthal variable,

61'719

nez

einG
o(x) = Z \/—2? on(r, 2), (2.7)

neL
. ’
6171(070 )

k(z, ') =k(0 -0 ,r 2,1 2)= Z —

nez

kn(r,z,n', 2'). (2.8)

To determine the Fourier representation of (2.1), we multiply the equation by
e~ /\/2r and integrate # over T (for our purposes, we can think of T as simply the
interval [—m, 7]). Equation (2.1) can then be said to be equivalent to the sequence of
equations

e*“’be ! !/ !/
on(r,z) + [/XT [ By k(z,z )dﬂ} o) dA(x") = fn(r, 2), neZ. (2.9

Invoking (2.8), we evaluate the bracketed factor in (2.9) as

efine —inf
——k(x,2)d0 = | — k(O 0,7, 2,7, 2)dO
(z,z') o ( )

e—in(@—f)’)
T V2
Inserting (2.10) into (2.9) and executing the integration of 6’ over T, we find that
(2.1) is equivalent to the sequence of equations

—ind’

=e k(O —0" r 21" 2")do = e~ in?’ kn(r,z, 7' 2").  (2.10)

on(r,z) + \/271/ kn(r,z, 7" 2" Yo, (7', 2" dl(r', 2') = fu(r,2), meZ. (2.11)
8!
For future reference, we define for n € Z the boundary integral operators /C,, via
(Knonl(r,z) =V 27r/ kn(ryz,r' 2") o (7', 2)) ' di(r', 2"). (2.12)
vy

Then equation (2.11) can be written

(I+Kp)on = fa n € Z. (2.13)
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When each operator I + K, is continuously invertible, we can write the solution of
(2.1) as

eme
o(r,z,0) = I+ K" (0 2). 2.14
(r,2,0) %m[( )" fal(r,2) (2.14)

2.3. Truncation of the Fourier series. When evaluating the solution operator
(2.14) in practice, we will choose a truncation parameter Ng, and evaluate only the
lowest 2Ng + 1 Fourier modes. If Ng is chosen so that the given function f is well-
represented by its lowest 2Ny + 1 Fourier modes, then in typical environments the
solution obtained by truncating the sum (2.14) will also be accurate. To substantiate
this claim, suppose that € is a given tolerance, and that Ny has been chosen so that

Ny in

= > f/ﬂanSa. (2.15)

n=—Ng
We define an approximate solution via

N ein@
(T +Kp) " f (2.16)

Tapprox = E
ne—np V 2w

From Parseval’s identity, we then find that the error in the solution satisfies

llo = Tapprox| P = D NI +Ka) 7 fullP < D0 T +Ka) Pl

|n|>Np |n|> N
< I+K,)7Y? 12 < T+K,)7Y7) &2
(s 1+ K007R) S AR < (g 1+ K7

\n|>NF

It is typically the case that the kernel k(x,2’) has sufficient smoothness such that
the Fourier modes ky(r, z,7’,2") decay as n — oco. Then ||K,|| = 0 as n — oo and
|[(I +K,)~Y| — 1. Thus, an accurate approximation of f leads to an approximation
in o that is of the same order of accuracy. Figure 6.3 provides numerical evidence
that when k is the double layer kernel associated with the Laplace equation and ~
is a simple curve, the maximum and minimum singular values of || + K, || rapidly
approach the same positive constant as n increases and implying that |[(I + K,,) 71|
approaches a positive constant with rapid convergence.

3. Discretization of BIEs in two dimensions. The technique in Section 2
reduces the BIE (2.1) defined on an axisymmetric surface I' = 4 x T contained in R3,
to a sequence of BIEs defined on the curve v contained in R2. These equations take
the form

o(x) + \/ﬂ/ kn(z,z')o(z')r' di(z') = f(z), T €7, (3.1)

where the kernel k,, is defined as in (2.5). In this section, we describe some standard
techniques for discretizing an equation such as (3.1). For simplicity, we limit attention
to the case where « is a smooth closed curve, but extensions to non-smooth curves
can be handled by slight variations of the techniques described here, e.g., [6, 7, 21].
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3.1. Parameterization of the curve. Let 7 be parameterized by a vector-
valued smooth function 7 : [0,7] — R2. The parameterization recasts (3.1) as an
integral equation defined on the interval [0, T:

T
a(t(t) + \/%/O kn(7(8), 7(5)) o (7(s)) r'(7(5)) |d7 /ds| ds = f(r(2)),  (3.2)

where t € [0,7T]. To keep our formulas uncluttered, we suppress the parameterization
of the curve and the dependence on n and introduce a new kernel

K(t,s) = \/%k‘n(T(t),T(S)) r'(7(s)) |dT/ds|, (3.3)
as well as the functions
p(t) =o(7(t)) and o(t) = f(r(1)).

Then techniques for solving

T
[ Keoetsds= v, te o) (3.4)
0

where 1 is given and ¢ is to be determined, will be equally applicable to (3.2).

3.2. Nystrom method. We will discretize (3.4) via Nystrom discretization on
standard Gaussian quadrature nodes, see [2]. To this end, we divide the interval
Q= [0,T] into a disjoint partition of Np intervals,

Np
0={]J9,.
p=1
where each €2, is a subinterval called a panel. On each panel 2, we place the nodes of

a standard Ng-point Gaussian quadrature rule {t } . The idea is now to enforce
(3.4) at each of the Np Ng nodes:

T
a(t§”>)+/ K(tP s)p(s)ds =),  (i,p) € {1,2,...,Na} x {1,2,...,Np}.
0

To obtain a numerical method, suppose that we can construct for p,q € {1, 2, ..., Np}
and i,j € {1, 2, ..., Ng} numbers A" such that
T Np Ng
/ E@tP,s)(s)ds = >3 AP (). (3.5)
0
q=1 j=1

Then the Nystrém method is given by solving the linear system
Np Ng
P3N APD D — g @ (i p) e {1,2,...,Ne} % {1,2,...,Np}, (3.6)
g=1j=1
where wl(p) = w(tgp)) and %(p) approximates cp(tz(-p)). We write (3.6) compactly as
I+ A)p =1,

where A is a matrix formed by Np x Np blocks, each of size Ng x Ng. We let A®)
denote the block of A representing the interactions between the panels €2, and €.
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3.3. Quadrature and interpolation. We need to determine the numbers Ag’p 9)
such that (3.5) holds. The detailed construction is given in Section 3.4, and utilizes
some well-known techniques of quadrature and interpolation, which we review in this
section.

3.3.1. Standard Gaussian quadratures. Given an interval [0, h] and a posi-
tive integer Ng, the Ng-point standard Gaussian quadrature rule consists of a set of
Ng nodes {tj}jyfl C [0, h], and Ng weights {wj}j-vfl such that

h Ng
/0 g(s)ds = ij 9(t;),

whenever g is a polynomial of degree at most 2Ng — 1, see [1].

3.3.2. Quadrature rules for singular functions. Now suppose that given an
interval [0, h] and a point ¢ € [—h, 2h], we seek to integrate over [0, h] functions g
that take the form

9(s) = ¢1(s)log|s — t[ + ¢a(s), (3.7)

where ¢1 and ¢2 are polynomials of degree at most 2Ng — 1. As shown in, e.g., [10]
and Section 5, the kernel’s associated with Laplace’s equation when formulated as in
(2.5) contain such logarithmic singularities. This is also true of the kernel’s associated
with the Helmholtz equation, see for example, [11, 26]. Standard Gaussian quadrature
would be highly inaccurate if applied to integrate (3.7). Rather, we seek a N(,-node
quadrature that will evaluate

Kmm (3.8)

exactly. Techniques for constructing such generalized quadratures are readily available
in the literature, see for example [23]. These quadratures will be of degree 2Ng—1, just
as with standard Gaussian quadratures and exhibit comparable accuracy, although in
general N¢, > Ng. The generalized quadratures used in this paper were determined
using the techniques of [23], and can be found in [35].

We observe that the quadrature nodes constructed by such methods typically do
not coincide with the nodes of the standard Gaussian quadrature of equivalent degree.
This complicates the construction of the matrix A, as described in Section 3.4.

3.4. Constructing the matrix A. Using the tools reviewed in Section 3.3, we
are now in position to construct numbers Agf}’q) such that (3.5) holds. We first note

that in forming block A®% of A, we need to find numbers Agg’q) such that

Na
/K(tgp),s)gp(s)dmZAgfg%(tgq)), i=1,2,..., Ng. (3.9)
Qq

j=1

When €2, and €, are well separated, the integrand in (3.9) is smooth, and our task
is easily solved using standard Gaussian quadrature (as described in Section 3.3.1):

Ng
RGP0 olyds = 3wy KO0 o057,
q ]_1
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It directly follows that the ij entry of the block A®% takes the form

APD = w; K, ¢49). (3.10)

Complications arise when we seek to form a diagonal block A®P) or even a block
that is adjacent to a diagonal block. The difficulty is that the kernel K(¢,s) has a
singularity as s — t. As discussed in Section 3.3.2, the singularity is logarithmic for
the kernels considered in Section 5. To be precise, for any fixed ¢, there exist smooth
functions u; and vy such that

K(t,s) =log|t — s|ui(s) + ve(s).

We see that when tl(-p ) is a point in Q, the integrand in (3.9) becomes singular. When
tgp ) is a point in a panel neighboring €, the problem is less severe, but Gaussian

quadrature would still be inaccurate. To maintain full accuracy, we use the modified
quadrature rules described in Section 3.3.2. For every node tl(»p ) € Q,, we construct a

quadrature {w(p q)7t§’} Q)} :/G1 such that
/ K, s)p(s) ds ~ Z D K (P 157) (i), (3.11)
Q‘]

In order to have a quadrature evaluated at the Gaussian nodes t(-q) € Qg, we next use

Lagrange interpolation. Let {L(q)} denote the standard Lagrange interpolating
functions of order Ng — 1 deﬁned on Q Then

et =Y L) ptl?),  teq, (3.12)

Inserting (3.12) into (3.11), we find that

/ K7, 5)
Qq

We now find that the block A®9 of A has entries

22

NG Ne
Zw (P,9) t(p) t(p,q)) ZL(q)( (p,q)) (t§q))'
=1 j=1

AP = prq)K P inN LDERD), ije{l2,... Ne}.  (3.13)

k) 27’

We observe that the formula (3.13) is expensive to evaluate; in addition to the summa-
tion, it requires the construction of a quadrature rule for each point tEp ) and evaluation
of Lagrange interpolants. Fortunately, this process must be executed only for matrix
elements corresponding to interactions between a panel and itself, or a panel and its
nearest neighbors, which constitutes a small band of entries about the diagonal of the

matrix.

4. A general algorithm.
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4.1. Summary. At this point, we have shown how to convert a BIE defined on
an axisymmetric surface in R? to a sequence of equations defined on a curve in R?
(Section 2), and then how to discretize each of these reduced equations (Section 3).
Putting everything together, we obtain the following algorithm for solving (2.1):

1. Let the right hand side f, truncation parameter Ny, and the discretization
parameters Np and Ng be given.

2. Form for n = —Ng, —Ng + 1, ..., Np the matrix A, discretizing the equa-
tion (2.13) encapsulating the n’th Fourier mode. The matrix is formed via
Nystrom discretization as described in Section 3 with the discretization pa-
rameters Np and Ng..

3. Evaluate via the FFT the terms {f, gi7 N, in the Fourier representation of
f (as defined by (2.3)), and solve for n = =Ny, —Np + 1, —-Np + 2, ..., Np
the equation (I +A4,) o, = f, for o,,. Construct gapprox using formula (2.16)
evaluated via the FFT.

The construction of the matrices A, in Step 2 can be accelerated using the FFT
(as described in Section 4.2), but even with such acceleration, it is typically a sizable
percentage of the total cost of the algorithm. However, this step needs to be performed
only once for any given geometry, and given discretization parameters N, Np, and
Ng. The method therefore becomes particularly efficient when (2.1) needs to be
solved for a sequence of right-hand sides. In this case, it may be worth the cost to
pre-compute the inverse of each matrix I + A,,.

4.2. Techniques for forming the matrices. We need to construct for each
Fourier mode n, a matrix A,, consisting of Np x Np blocks APD each of size Ng x Na.
Constructing an off-diagonal block A%p D when Q, and €2, are not directly adjacent

is relatively straightforward. For any pair of nodes tz(-p ) € Q, and t§q> € 4, we need
to construct the numbers, cf. (3.3) and (3.10),

AP = 2w ke (r(¢F)), (1)) ((110)) |dr (1) /ds, (4.1)

for n = —Np, =Ny + 1, ..., Np, where 7 is a parameterization of v (see Section
3.1) and the kernel k, is defined by (2.5). Fortunately, we do not need to explicitly
evaluate the integrals in (2.5) since all the 2Ng + 1 numbers can be evaluated by a
single application of the FFT to the function

0 — kO, T(t), T(£)). (4.2)

When ‘r(tgp)) is not close to 7'(t§-q))7 the function in (4.2) is smooth, and the trapezoidal
rule implicit in applying the FFT is highly accurate.

Evaluating the blocks on the diagonal, or directly adjacent to the diagonal is
somewhat more involved. The matrix entries are now given by the formula, ¢f. (3.3)
and (3.13),

Z*’””k (), (@57 o G ldr ({57 fds| LY (5D, (4.3)

where 7 and k,, are as in (4.1). To further complicate things, the points T(tgp)) and
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T(fgpéq)) are now in close proximity to each other, and so the functions

0 — k(9, ("), T(i57)) (4.4)

have a sharp peak around the point # = 0. They are typically still easy to integrate
away from the origin, so the integrals in (2.5) can for a general kernel be evaluated
relatively efficiently using quadratures that are adaptively refined near the origin.

Even with the accelerations described in this section, the cost of forming the
matrices A, tends to dominate the computation whenever the kernels k,, must be
evaluated via formula (2.5). In particular environments, it is possible to side-step this
problem by evaluating the integral in (2.5) analytically. That this can be done for the
single and double layer kernels associated with Laplace’s equation is demonstrated in
Section 5.

4.3. Computational costs. The asymptotic cost of the algorithm described in
Section 4.1 has three components: (a) the cost of forming the matrices {A,}F Ny
(b) the cost of transforming functions from physical space to Fourier space and back,
and (c) the cost of solving the linear systems (I + A,,) o, = f,,. In this section, we
investigate the asymptotic cost of these steps. We consider a situation where Ng
Fourier modes need to be resolved, and where Np Ng nodes are used to discretize the
curve . For simplicity of the presentation, we will assume that the parameter N¢ is
fixed, and set N, = NgNp. Further, where indicated we will make the assumption
that Np =~ N, so that the total number of degrees of freedom used in the discretization
is given by N, where N'/2 = Np = N,.

(a) Cost of forming the linear systems: Suppose first that we have an analytic formula
for each kernel k,,. (As we do, e.g., when the original BIE (2.1) involves either the
single or the double layer kernel associated with Laplace’s equation, see Section 5.)
Then the cost Ti,at of forming the matrices satisfies

2 2 3/2
Tonat ~ NZ Ny + NZ Ny = N3/2,
——
cost from kernel evaluations cost from composite quadrature

When the kernels have to be evaluated numerically via formula (2.5), the cost
of forming the matrices is still moderate. In the rare situations where the kernel is
smooth, standard Gaussian quadrature can be used everywhere and the FFT accel-
eration described in Section 4.2 can be used for all entries. In this situation,

Tonas ~ N3/%log N

and note that the constant of proportionality associated with the use of the FFT is
extremely small in this case.

In the more typical situation where each kernel k,, involves an integrable singu-
larity at the diagonal, the FFT acceleration can still be used to rapidly evaluate all
entries well-removed from the diagonal. However, entries close to the diagonal must
be formed via the composite quadrature rule combined with numerical evaluation of
k, via an adaptive quadrature. The costs associated with this approach are also given
by

Tonat ~ N3 ?log N,

but the constant of proportionality has the potential to be very large in this case due
to the adaptive evaluation of the kernels.
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(b) Cost of Fourier transforms: The boundary data defined on the surface must be
converted into the Fourier domain, and once the solution is obtained in Fourier space,
it must be brought back to physical space. This is executed via the FFT at a cost
Thy satisfying

Tae ~ N N log(Ng) = Nlog(N). (4.5)

We observe that the constant of proportionality in (4.5) is very small, and the cost of
this step is typically negligible compared to the costs of the other steps.

(c) Cost of linear solves: Using standard Gaussian elimination, the cost Tyolve of
solving Ny linear systems (I + A,,) o, = fn, each of size N, x N, satisfies

Tsolvc ~ NE; NF - N2~

In situations where the equations need to be solved for multiple right hand sides, it is
advantageous to first compute the inverses (I + A4,)~!, and then simply apply these
to each right hand side (or, alternatively, to form the LU factorizations, and then
perform triangular solves). The cost Ti,, of computing the inverses, and the cost
Tapply of applying them then satisfy

Tiny ~ N“? N = N?
Tapply ~ N2 Np = N3/2.

We make some practical observations:
e In practice, cost of forming the matrices by far dominates the other costs un-
less the kernel is either smooth, or analytic and/or fast methods for evaluating
k,, are available.

e The scheme is highly efficient in situations where the same equation needs
to be solved for a sequence of different right hand sides. Given an additional
right hand side, the added cost Tyo1ve is given by

Tsolvc ~ NlOg(N) + N3/27

with a very small constant of proportionality. We note that this cost remains
small even if an analytic formula for k,, is not available.

e The system matrices I + A,, often have internal structure that allow them
to be inverted using “fast methods” such as, e.g., those in [25]. The cost of
inversion and application can then be accelerated to near optimal complexity.

5. Simplifications for the double layer kernels associated with Laplace’s
equation.

5.1. The double layer kernels of Laplace’s equation. Let D C R3 be a
bounded domain whose boundary is given by a smooth surface I, let E = D¢ denote
the domain exterior to D, and let n and be the outward unit normal to D. Consider
the interior and exterior Dirichlet problems of potential theory [17],

Au=0in D, u=f on T, (interior Dirichlet problem) (5.1)
Au=0in E, u=f on T, (exterior Dirichlet problem) (5.2)
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with the added condition that u tends towards zero uniformly for the exterior problem.
The solutions to (5.1) and (5.2) can be written in the respective forms

u(w) :/FT'WMU(m’)dA(m’), zeD,

dr|e — 2|3

u(®) = /F <"($/) (@—2) 1 ) o(z')dA(x), =€ E, zoe D,

dr|e — 2|3 dm|e — x|

where ¢ is a boundary charge distribution that can be determined using the boundary
conditions. The additional term in the kernel of the second equation above is included
to enforce the proper decay rate of the solution at infinity, see e.g., [17]. By taking
the limit of these equations as x approaches the boundary, we arrive at the boundary
integral equations

L@+ /F @) (@ =) o gaa) = fa), (5.3)

2 dr|xe — 2’ |3

ot [(FMEE S L)o@ dd@) - s, G

drr|e — 2|3 drr|x — xg

where € T in (5.3) and (5.4). The details of this derivation can be found, e.g., in
Chapter 8.7 of [17].

REMARK 5.1. There are other integral formulations for the solution to Laplace’s
equation, e.g. Chapter 7 of [2] describes a variety of approaches. The double layer
formulation presented here is a good choice in that it provides an integral operator
that leads to well conditioned linear systems. However, the methodology of this paper
is equally applicable to single-layer formulations that lead to first kind Fredholm BIEs.

5.2. Separation of variables. Using the procedure given in Section 2, if I' =
v x T, then (5.1) and (5.2) can be recast as a series of BIEs defined along v. We
express 1 in cylindrical coordinates as

n(z') = (ny cos @', ny sind’ ,n.).

Further,

| —'|> = (rcosf — ' cos0')* + (rsinf —r'sin0)? + (2 — 2)?

=72 4 (r")? = 2rr' cos(0 — 0') + (2 — 2')?

n(z')  (x — ') = (nycost,nsind' ,n,) - (rcosd —r' cos®',rsinh —r'sind’, z — 2')
=nu(rcos(@ —0") —r") +n.(z—2").
Then for a point ' € T', the kernel of the internal Dirichlet problem can be expanded
as
n(x') - (x—x')

1
dr|e — '3 \2r Z ‘

ne”Z

in(970/)dszl) (T‘, z, 7,/’ Z/),

where

, 1 » np(rcos® —r') +ny(z—2)
d(z) roN / inf r z do.
n (7'7277" 4 ) ,73271_3 ’11‘6 (TQ ¥ (7,/)2 — 21’ cos O + (Z _ 21)2)3/2
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Similarly, the kernel of the external Dirichlet problem can be written as

n(x')  (x —x') 1 1 n(0—0)
- = n d(e) o
47T‘SE—3::/|3 +47r|w_330| \/%T;Ze n (T,Z,T’,Z),
with
d) (r, 2,0, ') o—ind Ny (rcosf —r') +ny(z — 2') N
\/@ (P2 + (11)2 — 21! cos 0 + (z — 2/)2)3/2

1
do
’ (r2 + 13 —2rrgcosf + (z — 20)2)1/2> ’

where xp has been written in cylindrical coordinates as (rgcos(6y), rosin(fp), o).
With the expansions of the kernels available, the procedure described in Section 4
can be used to solve (5.3) and (5.4) by solving

1 .
—§an(r,z) + \/27T/d£f)(r, vz, 2 o (r' 2 di(r' 2) = fu(r, 2) (5.5)
v

and

1 roIN ron
_ian(r z) + \/7/ (7" r' 2, Vo (r', ) di(r, ) = fu(r, 2), (5.6)

respectively forn = —Ng, —Ng+1, ..., Nrp. Note that the kernels dgf) and dgf) contain
a log-singularity when both ' = r and 2’ = z.

Equivalently, (5.5) and (5.6) can be arrived at by considering Laplace’s equation
written in cylindrical coordinates,

0%u  10u 1 0%u 0O%u

a7 Trar TiPaer T T
Taking the Fourier transform of u with respect to 8 gives

?u,, 10u, n? 0?uy,

a9 - 5 Un :O7 Z7
or? +r or r2u + 0z2 ne

where e, = e,(0) = €?/\/2r and u = Zenun. Then (5.5) and (5.6) are now
nez
associated with this sequence of PDEs.

5.3. Evaluation of kernels. The values of de’ and dgf) for n = —Np,—Np +
1,..., Ny need to be computed efficiently and with high accuracy to construct the
Nystrom discretization of (5.5) and (5.6). Note that the integrands of d and d' are
real valued and even functions on the interval [—7, 7]. Therefore, d"? can be written
as

rcost—r )+ n.(z—2)

\/%/ { r2 + — 277’ cost + (z — 2')2)3/2

dD (r, 2, 2") cos(nt) dt. (5.7)

Note that dsf) can be written in a similar form.
This integrand is oscillatory and increasingly peaked at the origin as both ' — r
and z/ — 2. As long as r’ and r as well as 2’ and z are well separated, the integrand
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does not experience peaks near the origin, and as discussed before, the FFT provides
a fast and accurate way for calculating de ) and de).

In regimes where the integrand is peaked, the FFT no longer provides a means of
evaluating dgf ) and dgf) with the desired accuracy. One possible solution to this issue
is applying adaptive quadrature to fully resolve the peak. However, this must be done
for each value of n required and becomes prohibitively expensive if Ng is large.

Fortunately, an analytical solution to (5.7) exists. As noted in [10], the single-layer
kernel can be expanded with respect to the azimuthal variable as

1 1
Cdmlz— x| An(r? 4 (11)2 — 2r1' cos(0 — 0') + (2 — 2/)2)1/2

. ’
E e 0= (r, 2,1, 2),

s(z,x")

1
N V2T

nez
where
o 1 / cos(nt)

n b ) ) = dt
AT ) = s J P P =2 cos(t) (- — P

B 1 cos(nt) gt

VB J1 /80 — cos(D)
1
= 7Qn71/2(X)7

vV 8m3rr!

Q,—1/2 is the half-integer degree Legendre function of the second kind, and

7"2 + (7“/)2 + (z _ z/)Q.

/

X = 2rr

To find an analytical form for (5.7), first note that in cylindrical coordinates the
double-layer kernel can be written in terms of the single-layer kernel,

n(z) (x—-—2') npr(reos(@ —0") — 1) +ny(z—2')
drlz — '[P Am(r2 + ()2 — 2r17 cos(0 — ) + (2 — 2/)2)3/2
1 0 1
— |5 +
Ar [ or'! ((7"2 + ()2 = 2rr' cos(0 — 0') + (2 — z’)2)1/2)

M <<r2 + ()2 =20 (19 —0)+ (=) )] |

The coefficients of the Fourier series expansion of the double-layer kernel are then

given by dsf ), which can be written using the previous equation as

; 0 cos(nt)
G B
dn(ry 2,77, 2) =ny /T or' ((327r3(r2 + ()2 = 277’ cos(t) + (z — z’)2))1/2) di+

0 cos(nt)
e /T a2 <(327r3(7"2 + (r")2 = 2rr' cos(t) + (= — z’)2))1/2> d

0 1 0 1
=5 (G Oneart)) v G @ocart)
_ 1 |:TL , (aQn1/2(X) aﬁx _ Qn1/2(X)) +n /aQn71/2(X) 67X
N ox or' 2r' N Ox 0z

|
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To utilize this form of dgf), set u =, /X% and note that

8X (7“/)2 _ 7“2 _ (Z _ Z/)2

or' 27 (r')2 ’
ox 2 —=z
0z’ rrl

Q_1/2(x) = nK(n),

Q1/2(x) = xpuK (1) — 2(x + 1) E(p),
Q—n—l/Q(X) = Qn—l/Q(X)a

n—1 2n —3
anl/Z(X) = 4mXQn73/2(X) T on_1 Qn75/2(X)7
aanl/Q(X) 2n—1
ax = 2(X2 _ 1) (XQn—1/2 - Qn—3/2) )

where K and E are the complete elliptic integrals of the first and second kinds,
respectively. The first two relations follow immediately from the definition of y and
the relations for the Legendre functions of the second kind can be found in [1]. With
these relations in hand, the calculation of dgf) forn = —Ng,—Nr +1,..., Ng can be
done accurately and efficiently when 7’ and r as well as 2z’ and z are in close proximity.
The calculation of d,(f) can be done analogously.

REMARK 5.2. Note that the forward recursion relation for the Legendre functions
Qn—1/2(X) is unstable when x > 1. In practice, the instability is mild when x is near 1
and can still be employed to accurately compute values in this regime. Additionally, if
stability becomes and issue, Miller’s algorithm [13] can be used to calculate the values
of the Legendre functions using the backwards recursion relation, which is stable for
x > 1.

6. Numerical results. This section describes several numerical experiments
performed to assess the efficiency and accuracy of the the numerical scheme outlined
in Section 4.1. All experiments were executed for the double layer kernels associated
with Laplace’s equation, calculated using the technique described in Section 5.3. Note
that the kernels in this case give us the property that A_,, = A,,, and so we need only
to invert Ng + 1 matrices. The geometries investigated are described in Figure 6.1.
The generating curves were parameterized by arc length, and split into Np panels of
equal length. A 10-point Gaussian quadrature has been used along each panel, with
the modified quadratures used to handle the integrable singularities in the kernel.
These quadratures are listed in [35]. The algorithm was implemented in FORTRAN;
using BLAS, LAPACK, and the FFT library provided by Intel’s MKL library. All
numerical experiments have been carried out on a Macbook Pro with a 2.5 GHz Intel
Core 2 Duo and 2GB of RAM.

6.1. Computational costs. Using the domain in Figure 6.1(a) and the interior
Dirichlet problem, timing results are given in Table 6.1. The reported results include:

Np the number of panels used to discretize the contour

Np the Fourier truncation parameter (we keep 2Ny + 1 modes)

Tonat time to construct the linear systems (as described in Section 5.3)
Tiny time to invert the linear systems

Tire time to Fourier transform the right hand side and the solution

Tapply time to apply the inverse to the right hand side
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Fic. 6.1. Domains used in numerical examples. All items are rotated about the vertical azis.
(a) A sphere. (b) A wavy block. (c) A starfish torus.

The most expensive component of the calculation is the construction of the lin-
ear systems and their inversion. This is primarily a result of the cost of evaluating
the kernel and applying the modified quadrature rules, and the use of dense matrix
algebra to invert the matrices. Table 6.2 compares the use of the recursion relation in
evaluating the kernel when it is near-singular to using an adaptive Gaussian quadra-
ture. The efficiency of the recursion relation is clearly evident in this case. The
timings for the analytic/FFT evaluation of the kernel experience a large speed up as
x approaches 1 due to the algorithm switching over from the FFT to the recursion
relation. In general, a gain of 2 to 4 orders of magnitude in speed is obtained in
using the methodology of Section 5.3 in evaluating the kernels in comparison to using
adaptive quadrature.

Figure 6.2 plots the time to construct the linear systems as the number of degrees
of freedom N = N,(2Nr + 1) increases, for the case when N, ~ 2Np + 1. The
estimated asymptotic costs given in Figure 6.2 match well with the estimates derived
in Section 4.3. It is also clear that as N grows, the cost of inversion will eventually
dominate. We remark that this cost can be greatly lowered by using fast techniques
for the inversion of boundary integral operators, but the algorithm is quite fast for
the problem sizes considered here.

We observe that the largest problem reported in Table 6.1 involves 320 800 degrees
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of freedom. The method requires 57 seconds of pre-computation for this example, and
is then capable of computing a solution w from a given data function f in 0.39 seconds.

NP 2NF +1 Tmat ﬂnv Tﬁt Tapply
) 25 1.63e-02 1.36e-03 | 6.97e-05 | 3.80e-05
10 25 3.38e-02 | 5.65e-03 | 1.37e-04 | 1.40e-04
20 25 9.30e-02 | 3.24e-02 | 2.85e-04 | 8.61e-04
40 25 3.08e-01 | 2.19e-01 | 6.31e-04 | 6.05e-03
80 25 1.05e4+-00 | 1.62e400 | 1.17e-03 | 2.06e-02
5 51 2.43e-02 | 2.62e-03 | 2.00e-04 | 6.54e-05
10 ol 5.94e-02 1.12e-02 | 3.93e-04 | 2.57e-04
20 ol 1.84e-01 | 6.55e-02 | 8.11e-04 | 3.10e-03
40 o1 6.57e-01 | 4.36e-01 | 1.69e-03 | 1.08e-02
80 o1 2.38e+400 | 3.26e400 | 3.24e-03 | 4.67e-02
) 101 5.18e-02 | 5.02e-03 | 8.18e-04 | 1.25e-04

10 101 1.48e-01 | 2.18e-02 | 1.64e-03 | 6.77e-04
20 101 4.99e-01 | 1.28e-01 | 3.35e-03 | 5.83e-03
40 101 1.84e4-00 | 8.58e-01 | 6.71e-03 | 2.00e-02
80 101 7.79e4+00 | 6.36e+00 | 1.33e-02 | 8.30e-02
5) 201 9.96e-02 | 9.80e-03 | 1.65e-03 | 2.49e-04
10 201 3.06e-01 | 4.42e-02 | 3.38e-03 | 3.16e-03
20 201 1.06e4-00 | 2.55e-01 | 6.77e-03 | 1.04e-02
40 201 3.98e+00 | 1.69e+00 | 1.37e-02 | 3.93e-02
80 201 1.67e+01 | 1.26e401 | 2.83e-02 | 1.61e-01
5 401 1.74e-01 | 1.95e-02 | 3.16e-03 | 6.97e-04
10 401 5.49e-01 | 8.80e-02 | 6.47e-03 | 5.94e-03
20 401 1.91e+00 | 5.07e-01 | 1.29e-02 | 1.94e-02
40 401 7.96e+00 | 3.37e+00 | 2.68e-02 | 7.66e-02
80 401 3.17e4-01 | 2.56e+01 | 5.58e-02 | 3.35e-01

TABLE 6.1
Timing results in seconds performed for the domain given in Figure 6.1(a) for the interior
Dirichlet problem.

X Adaptive Quadrature (s) | Analytic Form (s) Ratio
1.1 9.89E-02 7.61E-05 1.30E+403
1.01 1.01E-01 3.59E-04 2.81E4-02

1.001 1.03E-01 3.60E-04 2.87TE4-02
1.0001 1.06E-01 9.21E-06 1.16E+04
TABLE 6.2

Timings comparing the use of adaptive quadrature and the technique of Section 5.3 for evaluat-
ing the kernels. For fized (r,z) and (r',z"), we evaluate the kernels {kn(r, z,7', 2')}2%L) corresponding
to the single and double layer kernels of Laplace’s equation via adaptive quadrature and the analytic
scheme as described in Section 5.8 for various values of x. Note that the integrand is increasingly
peaked as x — 1. All coefficients are computed with (at least) 10 digits of accuracy.

6.2. Accuracy and conditioning of discretization. The accuracy of the dis-
cretization has been tested using the interior and exterior Dirichlet problems on the
domains given in Figure 6.1. Exact solutions were generated by placing a few random
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10°

F1G. 6.2. Timings of the algorithm as the number of degrees of freedom N = Ny(2Np +
1) increases. The timings reported here are for the case Ny = 2Np + 1. We assume that the
computational cost takes the form T ~ O(N®).

point charges outside of the domain where the solution was calculated. The solution
was evaluated at random points defined on a sphere encompassing (or interior to) the
boundary. The errors reported in Tables 6.3, 6.4, and 6.5 are relative errors mea-
sured in the [°°-norm, ||ue — u||oo/||t||co, Where u is the exact potential and u. is the
potential obtained from the numerical solution.

In all cases, 10 digits of accuracy has been obtained from a discretization involv-
ing a relatively small number of panels, due to the rapid convergence of the Gaussian
quadrature. The convergence is rapid enough to make it difficult to numerically esti-
mate, but the order of the method is roughly (1/Np)V¢ given the high order quadra-
ture used. The number of Fourier modes required to obtain 10 digits of accuracy is on
the order of 100 modes. Although not investigated here, the discretization technique
naturally lends itself to nonuniform refinement of the surface, allowing one to resolve
features of the surface that require finer resolution.

The number of correct digits obtained as the number of panels and number of
Fourier modes increases eventually stalls. This is a result of a loss of precision in
determining the kernels, as well as cancelation errors incurred when evaluating inter-
actions between nearby points. This is especially prominent with the use of Gaussian
quadratures, as points cluster near the ends of the panels. If more digits are required,
high precision arithmetic can be employed in the setup phase of the algorithm.

Figure 6.3 shows the maximum and minimum singular values of an 80 panel
discretization for the Ny = —200, .. .,200 Fourier modes used in the discretization of
the interior Dirichlet problem, on the domain shown in Figure 6.1(a). The integral
equations of this paper are second kind Fredholm equations, and generally lead to
well-conditioned systems. As seen in Figure 6.3, this hold true for the discretization
presented in this paper.
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Np 2Np +1
- 25 50 100 200 400
5 | 1.93869e-04 | 4.10935e-07 | 5.37883e-08 | 5.37880e-08 | 5.37880e-08
10 | 1.93869e-04 | 4.10513e-07 | 3.27169e-12 | 6.72270e-13 | 6.72270e-13
20 | 1.93869e-04 | 4.10513e-07 | 3.30601e-12 | 1.66132e-13 | 1.66132¢-13
40 | 1.93869e-04 | 4.10513e-07 | 3.23162e-12 | 8.28568e-14 | 8.28568e-14
80 | 1.93869e-04 | 4.10512e-07 | 2.92918e-12 | 2.92091e-13 | 2.92091e-13
TABLE 6.3
Error in internal Dirichlet problem solved on domain (a) in Figure 6.1.
Np 2N +1
- 25 50 100 200 400
5 | 9.11452e-04 | 9.11464e-04 | 9.11464e-04 | 9.11464e-04 | 9.11464e-04
10 | 4.15377e-05 | 4.15416e-05 | 4.15416e-05 | 4.15416e-05 | 4.15416e-05
20 | 6.31923e-07 | 1.29234e-07 | 1.29235e-07 | 1.29235e-07 | 1.29235e-07
40 | 7.04741e-07 | 3.10049e-11 | 3.08152e-11 | 3.08305e-11 | 3.08359e-11
80 | 7.04779e-07 | 5.62558e-11 | 5.05306e-11 | 5.05257e-11 | 5.05232¢-11
TABLE 6.4
Error in external Dirichlet problem solved on domain (b) in Figure 6.1.
Np 2Np +1
- 25 50 100 200 400
5 | 3.80837e-04 | 3.83707e-04 | 3.83707e-04 | 3.83707e-04 | 3.83707e-04
10 | 2.41602e-05 | 6.81564e-06 | 6.81556e-06 | 6.81556e-06 | 6.81556e-06
20 | 3.03272e-05 | 5.98506e-09 | 2.53980e-11 | 2.54112e-11 | 2.54118e-11
40 | 3.03272e-05 | 6.01273e-09 | 6.95662e-12 | 6.94592e-12 | 6.94546e-12
80 | 3.03272e-05 | 6.01059¢-09 | 5.25217e-12 | 5.26674e-12 | 5.26515e-12
TABLE 6.5

Error in external Dirichlet problem solved on domain (c) in Figure 6.1.

7. Extension to multiply connected domains. We have so far restricted
ourselves to the solution of boundary integral equations defined on a single surface in
space. In this section, we extend the results of the previous sections to multiply con-
nected domains. Specifically, we utilize high order Gaussian quadrature to discretize
each surface, and then solve the system via an iterative solver that is accelerated with
the Fast Multipole Method. We will restrict our attention to the exterior Dirichlet
problem, but the treatment of other integral equations, boundary conditions, and
domains is analogous.

7.1. Formulation. Multiply connected domains introduce an additional com-
plication in obtaining the solution of Laplace’s equation via a boundary integral ap-
proach. W denote the number of bodies defining the boundary I as Np, so that
I'=T7UI'yU...UI'n,, and assume that the bodies are well separated. We will also
assume that each of these bodies individually satisfies the axisymmetric constraint,
but they need not be oriented in the same direction or along the same axis. It is well
known that for multiply connected domains, the boundary integral operator defined
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Fic. 6.3. Maximum and minimum singular values for the matrices resulting from an 80 panel
discretization of a sphere using 401 Fourier modes, where n is the the matriz associated with the
nt" Fourier mode.

by (5.4) has a nontrivial null space of dimension Np —1 [27]. A standard approach to
remove this null space is provided by variants of Mikhlin’s method, c.f. [14, 22, 34].

Alternatively, one can represent the solution to Laplace’s equation on a multiply
connected domain at a point « outside of the bodies by a combination of a single and
a double layer [22],

u(w):/ ! (| ! +"(’”/)'(w_‘”/>)o(x’)d,4(x').

rar \ |z — /| |z — x'|3

The resulting boundary integral equation is given by

0@+ [ (ot + M e aw) = @), ()

rdr \ |z — 2’| |z — |3

This is the approach we take, as it leads to particularly simple linear systems and is
effective for a moderate number of bodies.

7.2. Construction of the linear system. There is no straightforward way to
decouple the multiply connected problem into a series of integral equations defined on
a generating curve, as the axes of symmetry for each body are not necessarily aligned.
Instead, we consider a Nystrom discretization of the surfaces defining the boundary
I. Let K; ; denote the interactions between the surfaces I'; and I';. Then (7.1) can
be written as

Kii Kio - King o1 f1
1 Kyn  Kop -+ Kon o2 fa
—ol + ) . . o . = ) , (7.2)
2 : : : :

Knp1 Kngo -+ Kngng ONg fng

where o; and f; are the charge potential and boundary conditions on the i** body. The
blocks K; ; when i # j represent integral operators with smooth kernels, and thus any
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standard quadrature can be used to discretize these blocks in (7.2). The natural choice
in light of the discretization used previously in this paper is to discretize each body
with a standard Gaussian quadrature along the body’s generating curve, and to use
the trapezoidal rule in the other direction. This gives a highly accurate representation
of K; ; when i # j, and leads to N = NgN,(2Np + 1) unknowns in the linear system,
assuming each body is discretized with the same number of points.

Unfortunately, using this discretization on the diagonal blocks K;;, for i =
1,...,Np, does not represent the self interactions of the i*" body in an accurate
manner; the kernel is singular in this regime. To construct a high order discretization
of the diagonal blocks in (7.2), we will use the technique described in Section 3 cou-
pled with the Fourier representation of the BIE given in Section 2. Let I@H be the
block-diagonal operator whose diagonal blocks are given by the operators K,, defined
by (2.12), for the surface I';. Then the action of the diagonal block K;; in (7.2) can
be represented by

Ky = F7'KiuF, (7.3)

where the periodic Fourier transform JF; : L?(T) + ¢?(Z) maps a function’s azimuthal
dependence to its azimuthal Fourier coefficients. The expression given by (7.3) is
discretized by the appropriate number of Fourier modes and panels to ensure that the
nodes coincide with those resulting from the discretization of K; ; when 4 # j.

Note that the kernels in (7.3) can be calculated efficiently using the procedure
described in Section 5.3.

7.3. Solution to the linear system. In general, the linear system defined by
(7.2) is of size N = NgN,(2Nr + 1), assuming each body is discretized with the same
number of panels and Fourier modes, and is too large to be explicitly formed and
inverted. Further, since the system of equations cannot be formulated in its entirety
with the Fourier representation used when the domain is simply connected, we do not
have access to the inverse of the matrix in (7.2) as given by (2.14).

However, because the off diagonal blocks in (7.2) are discretized by a conventional
Nystrom method in R3, this portion of the matrix can be applied to a vector with a
conventional fast multipole method in O(N) operations, c.f. [9, 16].

The diagonal blocks of the matrix can be applied to a vector using (7.3). This
costs O(N BNA?N rlog Nr) operations. Asymptotically, this cost would dominate the
cost of applying the matrix, but in practice, the high accuracy of the discretization
results in a small number of unknowns on each body and as shown in Section 8, the
FMM is the primary bottleneck in the application of the matrix.

With access to a fast matrix-vector multiply for applying the operator in (7.2),
iterative methods become accessible for obtaining the solution. Further, since we are
solving a second kind Fredholm equation containing a compact operator, the resulting
discretized system will be well conditioned and an iterative solver like GMRES will
converge in a small number of iterations (at least when the number of bodies is of
moderate size).

7.4. An algorithm for multiply connected domains. A summary of the
algorithm described in Sections 7.1-7.3 is given below:

1. Let a right hand side f and discretization parameters Np, Ng, and Np be
given for each body ¢ =1,..., Np.
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2. For each body ¢ = 1,..., Np, form the block diagonal matrices as given by
(7.3), using the techniques described in Section 4 and the accelerations given
in Section 5.3 for calculating the kernels.

3. Using an iterative solver appropriate for nonsymmetric systems, solve the
system given by (7.2). Apply the off diagonal component of the matrix with
the FMM, and apply the diagonal blocks directly as described in Section 7.3.

We make no claim that this algorithm is optimal for multiply connected domains.
Certainly, the low-rank of the interactions between bodies could be further exploited
by techniques such as skeletonization [25] to further increase the speed. However, we
have found the algorithm described in this section is very simple to implement and
effective enough for problems of reasonable size.

8. Numerical results for multiply connected domains. The algorithm de-
scribed in Section 7.4 has been implemented in FORTRAN, using BLAS, LAPACK,
and the FFT library provided by Intel’s MKL library. The adaptive fast multiple
algorithm described in [9] has been utilized in applying the off diagonal parts of a ma-
trix, and GMRES is employed to solve the linear system of equations. All numerical
experiments in this section have been carried out on a Macbook Pro with a 2.5 GHz
Intel Core 2 Duo and 2GB of RAM.

Table 8.1 gives the results for the exterior Dirichlet problem for the domain given
in Figure 8.1. The domain consists of 27 ellipses contained in the box [0,6.1] x [0, 6.1] x
[0,6.1], where each ellipse has a major axis of length 2, and a minor axis of length 1.
The minimal distance between any two ellipses is 0.05. We solve the linear system
via GMRES until the residual is less than 10~9, applying the matrix as described in
Section 7.3. The boundary conditions are generated by placing point charges inside
the ellipses, and the solution is evaluated at 10000 random points in the exterior
domain.

Note that this geometry consists of one surface that is repeatedly translated and
rotated throughout the domain. This allows us to construct the discretization repre-
senting the self interactions of an ellipse just once, and repeatedly use it in applying
the block-diagonal of the matrix in (7.2), greatly reducing the memory requirements.
The parameters in Table 8.1 are:

N the total number of unknowns in the system
Npopy  the number of points discretizing each body
Taiag time (in seconds) to apply the diagonal blocks to a vector
Tom-diag  time (in seconds) to apply the off diagonal blocks to a vector via
the FMM
Igvres The number of GMRES iterations required to reduce the residual
to 1077
ToMmres time (in seconds) to solution via GMRES
Error the maximal relative error in evaluating the solution
N Npopy | Tsetup Taiag Tofi-diag | lomres | Tovmmres | Error
542700 | 20100 | 6.72e-01 | 1.43e-01 | 2.27e02 22 5.00e03 | 1.57e-10
TABLE 8.1

Results for the domain given in Figure 8.1 for the exterior Dirichlet problem.
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F1c. 8.1. Randomly oriented ellipses contained in the boz [0,6.1] x [0,6.1] x [0,6.1]. Fach ellipse
has a major axis of length 2, and a minor axis of length 1. The minimal distance between any two
ellipses is 0.05.

Several comments are in order. We observe that the time to apply the block
diagonal of the matrix is 3 orders of magnitude faster than the time to apply the off
diagonal blocks via the FMM. This confirms the comments made in Section 7.3; for
practical situations, the FMM dominates the dominate cost of the algorithm. The
primary reason for this is the high accuracy of the discretization. We require only
a small number of panels and Fourier modes to discretize each individual body, and
this results in diagonal blocks that can be rapidly applied via the FFT. The small size
of these matrices results in a rapid execution time. We remark that the cost of the
FMM as implemented can be roughly halved. This is because the algorithm is called
twice per iteration, once to apply the full matrix, and again to remove contributions
from the diagonal blocks that it incorrectly calculated.

We have tested the algorithm on a variety of geometrical domains. The results
are similar in nature; in general the number of GMRES iterations required mildly
increases with the number of bodies and also increases if the bodies are in close
proximity. Note that a finer discretization is required if the bodies are extremely
close together.

9. Generalizations and conclusions. This paper describes a numerical tech-
nique for computing solutions to boundary integral equations defined on axisymmetric
surfaces in R3 with no assumption on the loads being axisymmetric. The technique
is introduced as a generic method with only very mild conditions imposed on the
kernel; specifically, we assume that the kernel has an integrable singularity at the
diagonal, and that it is rotationally symmetric (in the sense that (2.2) holds). New
contributions of our work include:

1. A highly accurate quadrature scheme for kernels with integrable singularities
is introduced. Numerical experiments indicate that solutions with a relative
accuracy of 10710 or better can easily be constructed.

2. A rapid technique for numerically constructing the kernel functions &, in
(2.11) is introduced. It works when k is either the single or the double
layer potential associated with Laplace’s equation. The technique is a hybrid
scheme that relies on the FFT when possible, and uses recursion relations
for Legendre functions when not. The resulting scheme is fast enough that
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a problem involving 320800 degrees of freedom can be solved in less than
a minute on a standard desktop PC. Once one problem has been solved,
additional right hand sides can be processed in half a second.

3. A generalization of the technique to multiply connected domains. By com-
bining the high order discretization with the FMM, an algorithm has been
developed for obtaining the numerical solution to boundary integral equations
defined on multiply connected domains whose individual bodies satisfy the
axisymmetric constraint, but need not be oriented in the same direction or
along the same axis.

The fast kernel evaluation can be extended to the kernels associated with scat-
tering problems modeled by the Helmholtz equation. In this context, it will be ad-
vantageous to apply a fast direct solver such as [25] to solve (1.3).
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