BOUNDARY ALGEBRAIC EQUATIONS FOR LATTICE PROBLEMS

Per-Gunnar Martinsson
Department of Applied Mathematics, University of Colorado at Boulder, Boulder, CO 80309-0526

Gregory J. Rodin
Department of Aerospace Engineering and Engineering Mechanics, University of Texas at Austin,
Austin TX 78712-0600

ABSTRACT: Procedures for constructing boundary integral equations equivalent
to linear boundary-value problems governed by partial differential equations are
well established. In this paper, it is demonstrated how these procedures can be
extended to linear boundary-value problems defined on lattices and governed by
algebraic (“difference”) equations. The boundary equations that arise are then
themselves algebraic equations. Such “boundary algebraic equations” are de-
rived for fundamental boundary-value problems defined on both perfect lattices
and lattices with defects. It is demonstrated that key advantages of representing
a continuum boundary value problem as an equation on the boundary, such as fa-
vorable spectral properties and minimal problem size, are preserved in the lattice
environment. Certain spectral properties of boundary algebraic equations are
established rigorously, whereas others are supported by numerical experiments.

KEYWORDS: Lattice equation, discrete potential theory, lattice fundamental so-
lution, lattice Green’s function, boundary integral equation, difference equation.

1. INTRODUCTION

In this paper, we present solution methods for potential (conduction) problems defined
on periodic lattices or structures made of such lattices. Conceptually, these methods are
similar to boundary integral equation (BIE) methods of classical potential theory, as the
governing difference equation, defined on the entire domain, is replaced by an equivalent
algebraic equation, defined on the boundary. For continuum potential problems, the bound-
ary equation is an integral equation whose kernel is derived from the fundamental solution
of the Laplace operator. For a discrete potential problem, the boundary equation is an
algebraic equation whose coefficient matrix is derived from the fundamental solution of the
discrete potential problem.

The idea of replacing difference equations defined on a regular lattice with boundary
algebraic equations (BAE) goes back to at least to Saltzer [14]. In the current terminology
[2], Saltzer developed an indirect BAE corresponding to the potential problem defined on
a square lattice. Saltzer motivated his work by supposing that a small but dense linear
algebraic problem associated with a BAE would be preferable to a large but sparse linear
algebraic problem associated with the original difference equation. However, a numerical
example presented by Saltzer lent no support to this supposition, and therefore the idea
was abandoned.

The premise of this paper is that BAEs are worth revisiting in light of recent devel-
opments that led to the emergence of fast methods for solving BIEs. These include fast
matrix-vector multiplication methods [13, 1, 4, 5], which exploit certain properties of the
harmonic kernel to compute the matrix-vector product approximately, using O(Ny,) arith-
metic operations and storage. Here IV}, is the number of unknowns associated with the
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boundary discretization. Also it has been realized that BIEs give rise to much better con-
ditioned linear algebraic problems than finite element or other widely used methods based
on domain discretization. In particular, for matrices associated with the second kind BIE
involving the double-layer kernel, the condition number is independent of the problem size.
Synergetic combinations of fast matrix-vector multiplication methods and favorable spectral
properties give rise to fast iterative methods, capable of solving linear algebraic problems
associated with BIEs using O(Ny,) arithmetic operations and storage. Such methods sig-
nificantly improve the competitiveness of boundary element and other numerical methods
based on BIEs.

We believe that BAEs are also amenable to fast iterative methods. It is clear that
O(Ny) methods for applying the relevant system matrix to a vector can be developed,
simply because the continuum and discrete fundamental solutions become indistinguishable
at large distances. Moreover, the BAEs derived in this paper appear to be at least as well-
conditioned as the corresponding BIEs, making them highly amenable to iterative solvers.
We support this claim with extensive numerical experiments, and provide rigorous proofs
of key spectral properties.

Preliminary versions of the material presented in this paper have appeared in non-archival
publications [12], [10]. Also BAEs have been applied to modeling of defects and interfaces
in lattices [6, 7]. In this regard, let us mention that matching atomistic models to lattices
is much easier than to continuum, and BAEs provide a natural framework for matching.

For demonstration purposes, we focus on heat conduction problems defined on two-
dimensional lattices. Extensions to more complex two- and three-dimensional lattices
should be transparent. The rest of the paper is organized as follows. In Section 2, we
introduce the notation and define the discrete Dirichlet boundary-value problem. In Sec-
tion 3, we introduce the discrete single- and double-layer kernels. In Section 4, we construct
indirect and direct BAEs for the homogeneous Dirichlet boundary-value problem. In Sec-
tion 5, we generalize the boundary algebraic equations to lattices with defects. In Section
6, we state and prove three theorems that reveal the superior spectral properties of ma-
trices associated with BAEs. In Section 7, we present numerical examples that provide a
better understanding of theorems considered in Section 6. In Section 8, we summarize main
results.

2. PROBLEM STATEMENT

Consider an infinite square lattice in R? whose nodes occupy locations with integer
coordinates m = (my, msg) € Z2. Each node is connected to its four nearest neighbors with
bonds of unit conductivity (Fig. 1). A finite lattice structure is formed from the infinite
lattice by cutting certain bonds. The algorithm for forming a finite structure is as follows
(Fig. 2a):

(1) Identify a finite set of nodes Q that define the structure.

(2) Remove all bonds with one node belonging to { and the other to Z? \ 2. Thus the
structure is formed by bonds with both nodes belonging to .

(3) Identify the set I' C €2 formed by nodes that used to be connected to at least one
removed bond. We refer to I' as the boundary nodes and to Q = Q \ T' as internal
nodes.

Note that this algorithm is generic, as it does not rely on the lattice details. Further, it can
be easily extended to infinite structures.

The model problem is formulated as a homogeneous Dirichlet problem. That is, the
structure contains no heat sources in its interior and it is subjected to certain given nodal



temperatures on I'. The corresponding mathematical statement is

[Au](m) = 0, m € €,
(2.1) { u(m) = g(m), meTl,
where
(2.2) [Aul(m) = 4u(m) —u(m +e1) —u(m —e1) — u(m + ez) — u(m — ez).

In (2.2), e = [1, 0] and ez = [0, 1]. The stated problem has a unique solution for any g.

3. SINGLE AND DOUBLE LAYER KERNELS

The fundamental solution of A is well known [3, 8, 9, 10, 11]:
1 &) —1
(3.1) G(m) / cos (m - §) d¢
(—m,m)2 2

872 —coséy —coséy

This function satisfies the equation

39 AG 1 if m=0 72
(32 AGIm ={ o, me
and approaches the fundamental solution of the Laplace operator for large |m|:
1

(3.3) G(m) = —(2n) tlog|m|™' + O <|m|2) as |m| — oo.
Unlike the fundamental solution of the Laplace operator, G(m) is finite at the origin; in
fact, G(0) = 0.

The single-layer kernel is defined by the formula
(3.4) S(m,n) = G(m —n), m,n € 72

Following the classical definition from the continuum case, we define the double-layer kernel
D(m,n) as the incoming flux at a node n € I'" due to a unit source placed at a node
m € Z?. In the classical definition, the term incoming necessitates the definition of an
oriented elementary surface at n. For lattices, this surface is associated with cross-sections
of the bonds removed from the node n while forming the structure. Thus the incoming flux
can be computed by summing up the fluxes through the removed bonds:

(3.5) D(m,n) = Y [G(m —n) - G(m — k)],
keDy,

where D), is the set of nodes that used to be connected to the node n (Fig. 2b,c).

4. BOUNDARY ALGEBRAIC EQUATIONS

4.1. Indirect Boundary Algebraic Equations. An indirect BAE corresponding to (2.1)
can be constructed using the ansatz

(4.1) u(m) =Y S(m,n)¢(n), meqQ,
nel’

where ¢ is a yet unspecified function on I'. As constructed, the function u automatically
satisfies [Au|(m) = 0 for any m € Q. Therefore the governing equation for ¢ is obtained by
enforcing the boundary conditions:

(4.2) > S(m,n)¢(n) =g(m), Ymel.

nel’
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The function ¢ has a clear physical interpretation — it represents a set of sources applied
to the infinite lattice at I', so that the nodal temperatures satisfy (2.1) in Q.

The continuum equivalent of (4.2) is a first kind equation involving a compact integral
operator that is positive, but not positive definite (in other words, points in its spectrum
get arbitrarily close to zero, but do not reach zero). Upon discretization, a compact positive
operator is approximated by a positive definite matrix whose smallest eigenvalue is finite
but depends on the mesh size. As the mesh size grows, the smallest eigenvalue tends to zero,
leading to ill-conditioned equations. Results of numerical experiments presented in Section
6 indicate that this pattern of behavior is also exhibited by the matrix associated with the
discrete single-layer kernel. In particular, this matrix is positive definite but its condition
number increases with the problem size. For further details, we refer to Atkinson?.

Alternatively, one can formulate an indirect BAE using the ansatz

(4.3) u(m) = Z D(m,n)y(n), m € Q.

nel’
The function u defined by the ansatz (4.3) automatically satisfies [Au](m) = 0 for m € Q
(as did the single layer potential (4.1)), so the governing equation for ) has the form

(4.4) Z D(m,n)¢(n) =g(m) VmeTl.

nel’
The function @ can be given a physical interpretation, but it is not necessary for our
purposes.

On the surface, (4.4) appears to be a discrete version of a first kind equation. This is
somewhat unexpected because in the continuum setting the ansatz corresponding to (4.3)
leads to an equation of the second kind. Nevertheless, results of numerical experiments
indicate that the spectral properties of (4.4) are similar to those exhibited by equations of
the second kind. In particular, for many geometries, the condition number associated with
(4.4) is independent of the problem size.

4.2. Direct Boundary Algebraic Equations. A direct BAE equivalent to (2.1) can be
derived using the reciprocity theorem. To this end, we consider two thermal states on €.
The first state involves the temperature distribution u that solves (2.1) and the source
distribution f along I' that represents the incoming heat flux; at this stage, f is unknown.
The second thermal state is defined as the restriction to Q of the thermal state induced in
the infinite lattice by a unit source applied at a node m € I'. Accordingly, for n € I', the
temperature and incoming flux of the second state are u(n) = S(n,m), and f(n) = D(m,n),
respectively. The reciprocity theorem applied to the two states yields the relationship

(4.5) u(m) + > D(m,n)u(n) =Y _S(n,m)u(n).

nel’ nel’
This equation parallels the direct BIE of potential theory. Note that for prescribed Dirichlet
data (4.5) is similar to (4.2). The difference is that (4.2) involves sources applied to the
infinite lattice while (4.5) involves sources applied to the finite structure 2.

5. DEFECTS

The BAE formulations derived in Section 4 can be extended to include lattices with
inclusions and defects such as, e.g., missing bars. The resulting boundary formulation
frequently have as good spectral properties as the one for the original lattice. Moreover,
when the inclusions affect only a small part of the lattice, the advantage stemming from a
reduction of problem size will remain.



To illustrate the idea, let us consider the lattice equation

{ [A"u](m) =0, m € (),

(5.1) uim) =g(m),  meT,

where A’ represents a lattice equilibrium operator in which a small number of entries have
been changed compared to the operator A representing the perfect lattice. The idea is to
rewrite (5.1) as an equation involving the unperturbed operator A,

[Au](m) =, m € €,
(5-2) { alm) —glm).  meT.

and couple it with an equation for the “fictitious” body load u,
(5.3) p=(A-ANu

The net effect is to replace the original equation (5.1) whose only unknown is u, with a
system of equations formed by (5.2) and (5.3) which now has both u and p as unknowns.
The advantage is that the system formed by (5.2) and (5.3) is readily handled using the
methods of Section 4.

To demonstrate the procedure, let us consider a lattice in which there are J “defective”
bars. For simplicity, we assume that there are no defective bars sharing a node, and all
defective bars are connecting internal nodes only. Let us denote the conductivity of the
Jj'th defective bar by 7; and the bounding nodes by z;-r and z; . Then

(1 —7) (u(z") —ulz)), m =z,
(A= A)ul(m) = ¢ —(1—r) (ulz) —ulz)), m=z
0, otherwise.

We now set

(5.4) o = (1—7) (u(zh) —u(z)), i=1,2,...,J,

)

and define the function p via

Q;, m = z+
M(m> = —Qy, m = Z ’
0, otherw1se

To construct the BAE, we represent u in the form

(5.5) u(m) = Z D(m,n)o(n) + Z G(m, z; )] o, m € Q.

nel’

We seek to determine {o(n)},er and {ai}gjzl so that (5.2) and (5.3) are satisfied. That u
satisfies the equation Au = p follows directly from the definition (5.5). The condition that
u = g on ' takes the form

J
(5.6) > D(m,n)o(n)+> [G G(m,z;)] pj =g(m), meTl,
nel’ j=1

and finally, the equivalent of equation (5.3) is obtained by inserting (5.5) into (5.4),

(5.7) ;= (1—7;) ) [D(z,n) = D(z ,n)] o(n)+
nel’
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Together, the equations (5.6) and (5.7) determine o and p.

6. SPECTRAL PROPERTIES OF THE BOUNDARY ALGEBRAIC EQUATIONS

In this section, we present three theorems related to the spectral properties of the matrices
associated with BAEs. For the single layer operator (4.2) we establish bounds for both the
largest and the smallest singular values. For the double layer operator (4.4), we establish
only an upper bound for the largest singular value. In Section 7, we discuss how the
theoretical results given in this section compare to the results of numerical experiments. It
appears that our bounds for the single layer potential are sharp and consistent with correct
asymptotic behavior, while those for the double layer potential could probably be improved.

For our purposes, it is advantageous to introduce the forward 9; and backward éj differ-
ence operators defined as

Oyul(m) = ulm +e;) —u(m),  and [ ul(m) = u(m) — u(m —e;),
where, as before, e; = [1, 0] and es = [0, 1]. With this notation, we have
Au= —élalu — 5282’%

Moreover, if v and v are two lattice potentials that decay sufficiently fast at infinity, by
carrying out straightforward algebraic manipulations, one can establish the result

(6.1) > Dpul(m)v(m) =~ Y u(m)[9; v](m).

meZ? meZ?

The first theorem concerns the matrix associated with the single layer potential (4.2). It
provides an upper bound for its largest singular value, and a lower bound for its smallest
singular value.

Theorem 6.1. Let Q be a connected domain in Z* whose boundary T' contains N nodes.
Let S be the N x N matriz corresponding to the linear system (4.2). Then any singular
value X of S satisfies

<A< N log(N +1).
Proof: The upper bound follows directly from the inequality

|G(m)] < log(1 4 [m])
that holds for all m € Z2. Since Q is connected, |m — n| < N for any m,n € I', and
therefore the magnitude of any entry of the N x N matrix S is bounded by log(1+ N), and
the magnitude of any singular value is bounded by N log(1 + N).

For the lower bound, we begin with noting that S is symmetric, and therefore it is
sufficient to prove that for any boundary data o,

(62) | S iselm) om)|z 5 3 lom
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We prove (6.2) using an energy argument. Given a boundary flux data o, let u denote the
temperature on Z? defined by the formula (4.1). Then

6.3) S [Solm)otm) =3 um)o(m) =3 um)[Aul(m) 2 3" u(m)[Au](m)

mel’ mel’ mel mez?
0 1 ] )
- Z (101ul? + 8sul?) = ) Z (|oru(m)* + |01u(m)|* + |92u(m)|* + [Dou(m)|?)
meZ? mez2
1 - _
> 2 S (0rulm)? + Brulm)]? + Bau(m)|? + [Bu(m)]?).
mel’

Here the identity (a) is justified by the fact that [Au](m) = 0 when m ¢ I" and the identity
(b) follows from (6.1). For each m € I', the flux equilibrium equation
—Ou(m) + u(m) — Gau(m) + deu(m) = o(m)

implies the inequality
_ ~ 1
(6.4) |Oru(m) ? + [Dru(m) * + [Dau(m)|? + [Dau(m)|* > Ela(m)lr‘)-

Now (6.2) follows from (6.3) with (6.4). O

Remark 6.1. Theorem 6.1 implies that the condition number of the single layer operator
cannot grow faster than N log(IN) as problem size N grows. Numerical experiments indicate
that the condition number in fact does grow as N log(N), but that the logarithmic factor
appears to be due to a lone outlying singular value and that the “effective” condition
number grows as O(NV), see Section 7, and in particular Remark 7.1).

The second theorem states that the norm of a matrix associated with the double layer
kernel is typically very moderate. Our proof of this statement is restricted to contours I'
whose nodes can be numbered in such a way that the distance between the indices of any
two nodes is a lower bound for the Euclidean distance between those nodes in space. This
restriction rules out contours characterized by large aspect ratios.

Theorem 6.2. Let ¢ be a real number such that 0 < ¢ < 1. Suppose that I' is a boundary
of a lattice domain 2 with the following property: There exists an ordering {ml}i\;l of the
nodes in I' such that

where
d(i, j) = min(|i — j[, N — |i — j]).
Then the matriz D of the double layer potential (4.3) associated with Q satisfies

(6. 1DI| < 2 log(N).

Proof: One can verify that the double layer kernel D associated with any contour satisfies
2
| < —
1+ |m—n|
By combining (6.5), (6.7) and the condition 0 < ¢ < 1, we obtain
2 2 1 2
< — < - —.
L+|m; —mj| = 1+cd(i,j) ~ ¢ 1+d(i, )

(6.7) [D(m,n)

|Dij| = [D(mg, my)| <
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For the N x N matrix
Dfi=— b
Y 14d(i,7)
an upper bound for the operator norm can be computed in a straightforward manner
because D;g is a convolution matrix. This is done in the Fourier space:

IDT|| < 4 log(N).
0

Remark 6.2. In the numerical experiments presented in Section 7, the norm of the dou-
ble layer operator appears to be uniformly bounded, and not grow with problem size as
indicated by (6.6). The reason seems to be that for a contour that is somewhat “regular”,
the bound (6.7) is too pessimistic in that the kernel D(m,n) typically decays as 1/|m —n|?
when m is close to n.

Remark 6.3. In complete analogy with the continuum case, one can establish that the
double layer kernel has an eigenvalue equal to unity, and that the corresponding eigenvector
is a constant vector.

7. NUMERICAL EXAMPLES

In this section we investigate the spectral properties of the BAEs constructed in Sections
4 and 5. We consider six different lattice geometries. For each geometry, we analyzed a
sequence of domains of increasing size, assembled the matrices associated with the relevant
BAEs, and computed the largest and the smallest singular values. The six geometries are:

L-shape: A sequence of self-similar L-shaped domains shown in Figure 3(a).

Ellipse: A sequence of quasi-elliptical domains shown in Figure 3(b). The nodes
forming this domain are inside ellipses with the aspect ratio 0.75.

Rectangle: A sequence of rectangular domains whose short side was kept fixed at
seven units, see Figure 3(c). This sequence of domains violates restrictions of The-
orem 6.2 as the aspect ratio and the problem size increase.

Slit: A sequence of square domains with a row of vertical bars removed. The length
of the row was kept fixed at half of the size of the square domain, see Figure 3(d).

Soft slit: This sequence of domains is the same as the “slit” sequence, but rather
than removing the bars in the slit, they are replaced with bars with conductivity
equal to one half.

Random: A sequence of square domains in which a number of bars are removed at
random. The bars are removed so that no node connects to more than one removed
bar and no bar is connected to a boundary node. The number of bars removed
equals the number of nodes on one side of the square.

For each geometry, a sequence of domains with the number of boundary nodes N between
100 and 800 was analyzed. The inclusions in the “slit”, “soft slit”, and “random” lattices
were handled using the formulation described in Section 5.

The largest and the smallest singular values of the matrices associated with the single
layer potential are shown in Figure 4. Each line in the plots correspond to one lattice
geometry, with plot marks as follows:

x L-shape *  slit
4+ quasi-ellipse o soft slit
o rectangle 0 random
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The numerical results indicate that the bounds provided by Theorem 6.1 are sharp in the
sense that they have the correct asymptotic behavior. The constants are not quite optimal,
however. For instance, it appears that the correct lower bound for the spectrum of the single
layer potential is 1/v/32, rather than 1/8. Note that the decay of the smallest singular value
for the “slit” problem does not contradict Theorem 6.1 since we use a different operator to
handle inclusions and defects.

Remark 7.1. While the single layer potential leads to fairly ill-conditioned equations, the
situation is significantly better than Figure 4 indicates. It turns out that the matrix S has
a single outlying singular value that is much larger than the other ones. This singular value
corresponds to a singular vector that is almost, but not exactly, constant. Recalling that,

cf. (6.3),
1

> [Sol(m)o(m) = 5 S (10ru(m) 2 + [Bru(m)|® + [du(m) 2 + [Bau(m) ).

merl meZ?

it seems likely that this term arises from the first term in the asymptotic expansion of the
potential at infinity,

u(m) = —%log im| (Za(n)> +0 <|m1|) .

nel’

This hypothesis suggests that when an iterative solver is used, it may be better to work
with the operator obtained by projecting away from the constant functions,

(7.1) S'=S(I—eeh)

where e is a vector of unit length whose entries are all identical, and handle the constant
vector separately. As expected, the spectral properties of S’ turn out to be much better
than those of S, as illustrated in Figure 5. In fact, numerical experiments indicate that the
condition number of S’ scales as O(N), rather than the O(N log(N)) scaling of S.

The smallest and the largest singular values of the double layer potential are plotted in
Figure 6. The numbers indicate that for the geometries considered, the top singular value
is uniformly bounded and does not grow logarithmically with problem size as indicated
by Theorem 6.2; ¢f. Remark 6.2. Moreover, it appears that the smallest singular value is
uniformly bounded away from zero for all geometries except the rectangle whose aspect
ratio deteriorates, and the slit problem. Note that for the remaining geometries, it is not
only the case that the condition number is O(1) as N — oo, its actual numerical value is
less than 10.

8. CONCLUSIONS

In this paper, we established that difference equations defined on a finite lattice can be
replaced with algebraic equations defined on the boundary only. The resulting BAE are
much smaller in size than the original problem, and appear to give rise to well-conditioned
linear algebraic problems. In particular, there are indications that the condition number
for the BAE based on the discrete double-layer kernel is independent of the problem size.
Further, it should be possible to develop fast methods for computing matrix-vector products
associated with BAEs and consequently fast iterative methods.
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FIGURE 2. (a) An example of a lattice domain, Q = I' U . The black
circles form the interior 2 and the white circles form the boundary I'. (b)
Hlustration of the set Dy, (the grey square) for a boundary node m (grey
circle) along a straight edge. (c) Illustration of D, for a corner node.



12

(a) “L-shape” (b) ”Ellipse”

(c) “Rectangle”

(d) “Slit” (e) “Random”

FIGURE 3. Lattice geometries.



0.18

0.16

0.14

0.12

0.1

0.08

0.06

0.04

0.02

13

900

800

700

600

500 -

400

300

200}

100

200 400 600 800 0 200 400 600
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