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Probability Section

1. Probability: Problem 1

Consider a random vector (X,Y ) taking values in (0,∞)× (0,∞) with the joint probability density
function

f(x, y) = e−(x+y)
[
1 + α(2e−x − 1)(2e−y − 1)

]
,

where α ∈ [−1, 1] is a given constant.

(a) What is the probability density function of Y ?

(b) What is the probability density function of X given Y ?

(c) Are X and Y independent?

(d) Compute the correlation coefficient between X and Y .

2. Probability: Problem 2

A continuous-time Markov chain Xt is used to model the state of a financial market, which alternates
between “bull” (the good state) and “bear” (the bad state). A statistical analysis shows that “bull”
turns into “bear” with a rate λ > 0, while “bear” turns into “bull” with a different rate η > 0.
Suppose that X0 = bull.

(a) Write down the infinitesimal generator (or rate matrix) of the continuous-time Markov chain.

(b) Let T be the time spent for the market to change to bear and go back to bull. Find the probability
density function of T .



A passively managed mutual fund adjusts its portfolio only when the market state changes. It
charges a management fee Zi in the event of the ith market state change, where {Zi}i∈N are i.i.d.
Uniform(0, 100) that are independent of the Markov chain X.

(c) For any t > 0, let Nt denote the total number of state changes of the market up to time t and
Ct denote the total management fee accumulated up to time t. Show that E[Ct] = E[Z1]E[Nt].

(d) For any t > 0, compute E[Ct | Xt = bull].

3. Probability: Problem 3

Let {Xi}i∈N be i.i.d. random variables with P(Xi = 1) = p and P(Xi = −1) = 1 − p for some
p ∈ (0, 1). Consider a discrete-time process M defined by

M0 := 0 and Mt :=
t∑
i=1

Xi ∀t ∈ N.

Let τ be the first time M reaches either −1 or 3.

(a) If we only focus on the process M up to time τ , we may assume without loss of generality that
Ms := Mτ for s ≥ τ . Then, the evolution of M up to time τ can be described using a Markov
chain with finite states. Write down the transition matrix P of this Markov chain. Which states
are recurrent? Which states are transient?

(b) Find E[τ ].

(c) Your answer in (b) should be a finite number. Hence, we can apply Wald’s equation and get
E[Mτ ] = E[X1]E[τ ]. From this, find the probability that M reaches 3 before it reaches −1.

(d) In the case where E[Mτ ] = 0, we re-scale the process M as follows: for any n ∈ N, define

W
(n)
t :=

1√
2n
M2nt, ∀t ∈ Dn :=

{
k

2n
: k ∈ N ∪ {0}

}
.

Assume that the limiting process

Wt := lim
n→∞

W
(n)
t , ∀t ∈

⋃
n∈N
Dn =

{
k

2m
: k ∈ N ∪ {0}, m ∈ N

}
is well-defined. For any fixed t ∈

⋃
n∈NDn, find the distribution of Wt.

(Comment: A Brownian motion emerges as the continuous extension of Wt to all t ≥ 0).



Statistics Section

4. Statistics: Problem 4

Let X1, X2, . . . , Xn be a random sample from a Uniform(θ, 2θ) distribution, where θ > 0.

(a) Find the method of moments (MOM) estimator of θ, θ̂MOM . (Recall that MOM estimators are
obtained by equating the sample moments with theoretical moments, and solving for θ).

(b) Find the MLE of θ, θ̂MLE , and find a constant k such that Eθ(kθ̂MLE) = θ

(c) Which of these two estimators can be improved using sufficiency, and how?

5. Statistics: Problem 5

Let X1, X2, . . . , Xn be a random sample from the continuous distribution with probability density
function (pdf)

f(x; θ) =
2θ(1− x)

(2x− x2)1−θ
I(0,1)(x).

Here, θ > 0 and I(0,1)(x) is the indicator function that takes on the value 1 when 0 < x < 1 and is 0
otherwise.

(a) Find the distribution of Yi = − ln(2Xi −X2
i ).

(b) Find the maximum likelihood estimator (MLE) for θ. Show that it is an asymptotically unbiased
estimator for θ.

(c) Find the uniformly minimum variance unbiased estimator (UMVUE) for θ.

(d) Is the UMVUE an efficient estimator of θ? Justify.

6. Statistics: Problem 6

Let T1, T2, . . . , Tn be iid, continuous, non-negative random variables (representing lifetimes for ex-
ample) from a distribution with pdf f(t) = f(t; θ) and cdf F (t) = F (t; θ). Let C1, C2, . . . , Cn be
iid continuous random variables from a distribution with pdf g(t) and cdf G(t), with fixed, known
parameters. Suppose we observe (X1,∆1), (X2,∆2), . . . , (Xn,∆n) where

Xi = min(Ti, Ci), for i = 1, 2, . . . , n,

and ∆i is the indicator random variable taking the value 1 if Ti ≤ Ci and is 0 otherwise.

Assume that the Xi and Ci are independent, for each i.

(a) Write down h( ~X, ~∆), the joint density of {(X1,∆1), (X2,∆2), . . . , (Xn,∆n)}.



(b) The “hazard function” is defined as:

h(t) = lim
u→0

P (t ≤ T < t+ u|T ≥ t)
u

=
f(t)

1− F (t)
.

Consider the “joint” hazard function,

h(x, δ) = lim
u→0

P (x ≤ X < x+ u,∆ = δ|X ≥ x)

u
.

Give an interpretation of this function specifically when δ = 1.

(c) Suppose now that the lifetimes T1, T2, . . . , Tn are iid exponential random variables with rate λ.
Find the MLE (maximum likelihood estimator) of λ based on the observations
(X1,∆1), (X2,∆2), . . . , (Xn,∆n).

(d) Estimate the Cramér-Rao lower bound for the variance of all unbiased estimators of λ based on
(X1,∆1), (X2,∆2), . . . , (Xn,∆n).


