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1. (30pts) There are 3 unrelated parts to this question. Justify your answers.

(a) (10pts) Suppose we roll a pair of fair, six-sided dice. If X is the numberof dice that come up 1, and Y is the number
of dice that come up 4, 5 or 6, find P(Y = 1|X =0).

(b) (10pts) Suppose 10 balls are put into 5 urns, with each balllindependently being put in urn ¢ with probability p;, where
5

Zpi = 1. What is the expected number of urns that contains‘at least one ball?
i=1

(c) (10pts) Suppose the random variables X, Y and Z have the means ux = 2, uy = —3 and pz = 4, the variances
0% =1, 0% =5 and 0% = 2 and the covariances cov(X{Y) = —2, cov(X, Z) = —1 and cov(¥;Z) = 1. If we define
U=X-Y and V =X+ Z, find cov(U, V).

Solution: (a)(10pts) A table is helpful:
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The range of thewrv's is'X, Y € {0, 1,2} and, by definition

P(Y =1|X =0) =

whete {X = 0} ={X # 0} = {(1,1), (1,i),(ix1) |2 < i < 6}, so

11 25
P(X=0)=1-P(X£0)=1— — = =2
(X7= 0) (X #0) 36~ 36
12
and {X = 0,Y = 1} = {(2.4)4@,), (7,2}, (,3)[4 <1 < 6}, 50 P(X =0, = 1) = o, thus,
P(X=0,Y=1) 12/36 12
PY'=1X=0) = = = —.
(=1 ) P(X =0) 25/36 25
(b)(10pts) For 1 < i <5, let
P 1, if there is at least 1 ball in urn ¢,
o 0, otherwise.
5
then P(X; =1)=1—-P(X; =0)=1— (1 —p;)*°. Now let X = ZX,, then the expected number of urns that contain
i=1

at least one ball is
5

E(X) = E(Z X,») —S BX) =S PX,=1) =3 [1—(1-p)").

i=1 i=1 =1 i=1



(c)(10pts) Note that, if U = X —Y and V = X + Z, then

cov(U,V)=cov(X =Y, X+ Z)=cov(X - Y, X)+cov(X - Y, Z)
= cov(X, X) + cov(—Y, X) + cov(X, Z) + cov(-Y, Z)
=cov(X,X)—cov(X,Y)+cov(X,Z) —cov(Y, Z) =1—(-2)+(-1) -1 =1

2. (40pts) A nut company markets cans of deluxe mixed nuts containing almonds, cashews, and, peanuts. Suppose the net
weight of each can is 1 lb, but the weight contribution of each type of nut is random. Let X be the weight of almonds in
a selected can and Y the weight of cashews. The joint pdf of (X,Y) is given to be

2zy, for0<z<1,0<y<]and+y<l,
flz,y) =

0, otherwise.

(a) (10pts) Set up, but do not solve, an integral (or integrals) to find the probability that the peanuts make up at
least 60% of the can.

(b) (10pts) Find fx(X), the marginal pdf for the weight of almonds, X, and find the expectation E[X].
(Be sure to define the pdf for all values of R.)

(c) (10pts) Suppose 1 1b of almonds fills up 2.8 cups, 1'lb offcashews fills 3.5 cups and 1 1b of peanuts fills 2.7 cups.
Find the expected volume of the contents of a randomly selected can of deluxe nuts (in termsof cups). (Hint: No
further calculations are needed to find E[Y].)

(d) (10pts) Find the conditional pdf Y given that X = 0.75 and the conditional expectation of Y|X'=0.75.
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(a)(10pts)If. Z is the weight of the peanuts (in lbs), then Z =1 — X — Y, and so
0.4 ,04—2x
P(Zzo.fs):P(l—X—Yzo.G):P(X+Ygo.4):P(o<X<0.4,0gY§0.4—X):/ / 24y dydz.
o Jo
(b)(10pts) First note that, for each.az: € (0,1), we have

1—z

=12x(1 — )? for z € (0,1) and 0 otherwise.

1—x 2
ft@) = [ sy = [ Baydy =210 %

0

Now, using the marginal density function” fx (z), we have
E|X] = /Rxfx(a:)d:v = /Ol:r [122(1 — z)?] dz = 12 /01 2*(1 — 2z + 2?)dx
=12 /01(332 —22° + 2*) do
:12<w3_2w4+w5) 1:12(1_1+1) _12_2
. 3 2'5)7 30 5

(c)(10pts) Let V' be the volume of the contents of a can of deluxe nuts. Since X, Y and Z are the weight in pounds of
almonds, cashews and peanuts respectfully, we have V = 2.8X + 3.5Y + 2.77 and, since Z=1— X — Y, we have

V=28X+35Y +272=28X+35Y+27(1-X—-Y)=27+0.1X+0.8Y



Now note that, by symmetry, we have

E[X] = /oo xfx(x)dy = /01 z(12z — 242° +122°) dz = E[X] = E[Y] = %

—0o0
thus, the expected volume of the contents is

1
E[V] = E[27+0.1X +08Y] = 2.7+ - E[X] + %E[Y]

27,128 2 135 18 5,06 euns
10710 510 5 50 50 LD Cups.

(d)(5pts)(i) Note that fx(0.75) =123 . L = 2 and, for each x € (0,1), we hav x, thus, the conditional

pdf Y| X =0.75 is

18y 1 "
fy 1 (5]0.75) = f(2,0.75) s’ for 0 <y < g, , for0<y<1,
fx(0.75) 0, othe e otherwise.
(d)(5pts) (i) The conditional expectation of Y|X =0.75 is

o0

BYIX =075 = [ yfyixylo)dy = 2y dy

3(1/4
Y 1 1
= 322 dy = 32 . —32.-.
v 3, 36
3. (30pts) Let X and Y be independent and iden distributed Exponential random variab ach with parameter A = 1.

(a) (10pts) Find the probability P{ — w all work.

(b) (10pts) Let U = X& Y an , find fu,v(u,v), the joint probab ty function of (U, V).

(c) (10pts) Find the margin C @ dom variable V', be sure to_specify the d
Why or why not? «

L

fxvy(z,y) = fx(@)fy(y)

main. Are U and V independent?

(b) wv-domain

forz>0,y>0, {e_(”y), for z > 0,y > 0,

elsewhere, 0, elsewhere.

Thus, we have (see graph)
Y
P(5 <2) =P(Y <2X)
=P0<X <o00,0<Y <2X)

00 2x
- / / e~ (@+y) dydzx
o Jo

20 o0
/o ‘ ’0 e /0 (me™ e do = ( 3 ) (3 Y 3




Note, we also have P(% <2) = P(Y <2X) =P(¥ < X <00,0<Y < 0).
(b)(10pts) Solving for (X,Y) in terms of (U, V) gives

U=X+Y = V=

X X X =UV,
X+Y U Y=U-X=U-UV=UQ1-V).

For the domain, note that x > 0 and y > 0 impliesu =2 +y >0 and v = zLer > 0, thus

x>0 = w>0 = u>0v>0and y>0 = v—ww >0 = u> 1>w.

Finally, recall that fu,v(u,v) = fx,y (z(u,v),y(u,v))|J (u,v)|, where

J(U,v)zlgzz gzz 2’ 1—2 _Z =—uv —u e uv
thus, we have Q

fU,V(u7 U) = fX,Y (LE(U, U)’y(u7 v))|J(u, ’U)| = fX,Y(U'Uvu —uv
B e~ (wotusuy) oy <u,0<v<l, ue , for0<u,0<v<l,
sewnere

0, elsewhere.

(c)(5pts)(i) Using integration by parts (or the fact that g(t)
density function of V' is given by

e~ t > 0is the pdf of Gamma rv), t rginal probability

oo oo [e’s) o0 0o
fv(w) = / flu,v)du = / ue” Ldu = —ue + ) e tdu=—e" . = 0—(-1) = < 1 and 0 otherwise.
—00 0
(c)(5pts)(ii) Yes, they are independ ’}E/L(v")) is strictly a function of s, note that the marginal
probability density functig of U Y is'given by

1
v = / e “dv =wues" for u >0 and therwise.
0

L



