Abstract: Autonomous systems have the potential to help humans in a variety of ways, from traveling to inhospitable destinations and performing tasks that are impossible for humans, to working directly alongside us. To be effective, these systems must accomplish tasks *efficiently* in terms of time and other resources and do so *safely*. Though these two goals are often opposed to one another, online learning and reasoning about uncertainty in the state of the world can result in simultaneous improvement of both safety and efficiency. The partially observable Markov decision process (POMDP) is an optimization framework that automatically incentivizes the online learning necessary to accomplish an objective. This talk will discuss formulating autonomous vehicle control problems as POMDPs and solving them approximately online. First, it will present an autonomous driving scenario that quantitatively demonstrates the safety and efficiency advantages of a POMDP approach, along with several other aerospace problems that can be naturally formulated as POMDPs. Next, it will introduce a new algorithm, POMCPOW, that is capable of finding approximate solutions to POMDPs with continuous state and observation spaces. Finally it will give a brief introduction to the POMDPs.jl software interface, which provides first-class speed and unprecedented flexibility for easily formulating and solving POMDPs in teaching and research contexts.
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