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Abstract

The frontal cortex and basal ganglia interact via a relatively well-understood and elaborate system of interconnections.
In the context of motor function, these interconnections can be understood as disinhibiting or “releasing the brakes” on
frontal motor action plans — the basal ganglia detect appropriate contexts for performing motor actions, and enable the
frontal cortex to execute such actions at the appropriate time. We build on this idea in the domain of working memory
through the use of computational neural network models of this circuit. In our model, the frontal cortex exhibits
robust active maintenance, while the basal ganglia contribute a selective, dynamic gating function that enables frontal
memory representations to be rapidly updated in a task-relevant manner. We apply the model to a novel version of the
continuous performance task (CPT) that requires subroutine-like selective working memory updating, and compare
and contrast our model with other existing models and theories of frontal cortex—basal ganglia interactions.
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Introduction

It is almost universally accepted that the prefrontal
cortex plays a critical role in working memory, even
though there is little agreement about exactly what work-
ing memory is, or how else the prefrontal cortex con-
tributes to cognition. Furthermore, it has long been
known that the basal ganglia interact closely with the
frontal cortex (e.g., Alexander, DeLong, & Strick, 1986),
and that damage to the basal ganglia can produce many
of the same cognitive impairments as damage to the
frontal cortex (e.g., Brown & Marsden, 1990; Brown,
Schneider, & Lidsky, 1997; Middleton & Strick, 2000b).
This close relationship raises many questions regarding
the cognitive role of the basal ganglia, and how it can be
differentiated from that of the frontal cortex itself. Are
the basal ganglia and frontal cortex just two undifferenti-
ated pieces of a larger system? Do the basal ganglia and
frontal cortex perform essentially the same function, but
operate on different domains of information/processing?
Are the basal ganglia an evolutionary predecessor to the
frontal cortex, with the frontal cortex performing a more
sophisticated version of the same function?

We attempt to answer these kinds of questions by pre-
senting a mechanistic theory and implemented computa-
tional model of the prefrontal cortex and basal ganglia
contributions to working memory. We find that the some-
what Byzantine nature of the anatomical loops connect-
ing the frontal cortex and basal ganglia make good com-
putational sense in terms of a well-defined characteriza-
tion of working memory function. Specifically, we argue
that working memory requires rapid updating and robust
maintenance as achieved by a selective gating mecha-
nism (O’Reilly, Braver, & Cohen, 1999; Braver & Co-
hen, 2000; Cohen, Braver, & O’Reilly, 1996; O’Reilly &
Munakata, 2000). Furthermore, although the frontal cor-
tex and basal ganglia are mutually interdependent in our
model, we can nevertheless provide a precise division of
labor between these systems. On this basis, we can make
a number of specific predictions regarding differential ef-
fects of frontal vs. basal ganglia damage on a variety of
cognitive tasks.

We begin with a brief overview of working mem-
ory, highlighting what we believe are the critical func-
tional demands of working memory that the biological
substrates of the frontal cortex and basal ganglia must
subserve. We show that these functional demands can
be met by a selective gating mechanism, which can trig-
ger the updating of some elements in working memory
while others are robustly maintained. Building on ex-
isting, biologically-based ideas about the basal ganglia
role in working memory (e.g., Beiser & Houk, 1998,
Dominey, 1995), we show that the basal ganglia are well
suited for providing this selective gating mechanism. We
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then present a neural network model that instantiates our
ideas, and performs a working memory task that requires
a selective gating mechanism. We also show that this
network can account for the role of the basal ganglia in
sequencing tasks. We conclude by discussing the rela-
tionship between this model and other existing models
of the basal ganglia/frontal cortex system.

Working Memory

Working memory can be defined as an active sys-
tem for temporarily storing and manipulating informa-
tion needed for the execution of complex cognitive tasks
(Baddeley, 1986). For example, this kind of memory is
clearly important for performing mental arithmetic (e.g.,
multiplying 42 = 17) — one must maintain subsets of the
problem (e.g., 7 = 2) and store partial products (e.g., 14)
while maintaining the original problem as well (e.g., 42
and 17) (e.g., Tsung & Cottrell, 1993). It is also useful
in problem solving (maintaining and updating goals and
subgoals, imagined consequences of actions, etc), lan-
guage comprehension (keeping track of many levels of
discourse, using prior interpretations to correctly inter-
pret subsequent passages, etc), and many other cognitive
activities (see Miyake & Shah, 1999 for a recent survey).

From a neural perspective, one can identify working
memory with the maintenance and updating of informa-
tion encoded in the active firing of neurons (activation-
based memory) (e.g., Fuster, 1989; Goldman-Rakic,
1987). It has long been known that the prefrontal cor-
tex exhibits this kind of sustained active firing over de-
lays (e.g., Fuster & Alexander, 1971; Kubota & Niki,
1971; Miyashita & Chang, 1988; Funahashi, Bruce, &
Goldman-Rakic, 1989; Miller, Erickson, & Desimone,
1996). Such findings support the idea that the prefrontal
cortex is important for active maintenance of information
in working memory.

The properties of this activation-based memory can
be understood by contrasting them with more long-
term kinds of memories that are stored in the synap-
tic connections between neurons (weight-based mem-
ory) (O’Reilly et al.,, 1999; Cohen et al., 1996; Mu-
nakata, 1998; O’Reilly & Munakata, 2000). Activation-
based memories have a number of advantages relative to
weight-based memories. For example, activation-based
memories can be rapidly updated, just by changing the
activation state of a set of neurons. In contrast, changing
weights requires structural changes in neural connectiv-
ity, which can be much slower. Also, information main-
tained in an active state is directly accessible to other
parts of the brain, whereas synaptic changes only directly
affect the neuron on the receiving end of the connection,
and then only when the sending neuron is activated.
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These mechanistic properties of activation-based
memories coincide well with oft-discussed character-
istics of information maintained in working memory.
Specifically, working memory is used for processing be-
cause it can be rapidly updated to reflect the ongoing
products and demands of processing, and it is gener-
ally consciously accessible and can be described in a
verbal protocol (e.g., Miyake & Shah, 1999). Further-
more, the active nature of working memory provides a
natural mechanism for cognitive control (also known as
task-based attention), where top-down activation can in-
fluence processing elsewhere to achieve task-relevant ob-
jectives (Cohen, Dunbar, & McClelland, 1990; Cohen &
O’Reilly, 1996; O’Reilly et al., 1999). Thus, working
memory and cognitive control can be seen as two differ-
ent sides of the same coin of actively-maintained infor-
mation.

However, these advantages of activation-based mem-
ories also have concomitant disadvantages. For exam-
ple, because these memories do not involve structural
changes, they are transient, and therefore do not provide
a suitable basis for long-term memories. Also, because
information is encoded by the activation states of neu-
rons, the capacity of these memories scales as a func-
tion of the number of neurons, whereas the capacity of
weight-based memories scales as a function of the num-
ber of synaptic connections, which is much larger.

Because of this fundamental tradeoff between
activation- and weight-based memory mechanisms, it
makes sense that the brain would have evolved two dif-
ferent specialized systems to obtain the best of both types
of memory. This is particularly true if there are spe-
cific mechanistic specializations that are needed to make
each type of memory work better. There has been con-
siderable discussion along these lines of ways in which
the neural structure of the hippocampus is optimized for
subserving a particular kind of weight-based memory
(e.g., O'Reilly & McClelland, 1994; McClelland, Mc-
Naughton, & O’Reilly, 1995; O’Reilly & Rudy, in press,
2000). Similarly, this paper represents the further devel-
opment of a line of thinking about the ways in which
the frontal cortex is specialized to subserve activation-
based memory (O’Reilly et al., 1999; Braver & Cohen,
2000; Cohen et al., 1996). In the next section, we in-
troduce a specific working memory task that exemplifies
the functional specializations needed to support effective
activation-based memories, and we then proceed to ex-
plore how the biology of the frontal cortex-basal ganglia
system is specialized to achieve these functions.

Working Memory Functional Demands

The A-X version of the Continuous Performance
Task (CPT-AX) is a standard working memory task that

Figure 1: The 1-2 CPT-AX task. Stimuli are presented one
at a time in a sequence (CPT = continuous performance task),
and the subject must respond by pressing the right key (R) to
the target sequence, otherwise a left key is pressed. If the sub-
ject last saw a 1, then the target sequence is an A followed by
an X. If a 2 was last seen, then the target is a B followed by
a Y. Distractor stimuli (e.g, 3, C, Z) may be presented at any
point in a sequence and are to be ignored. Shown is an example
sequence of stimuli and the correct responses, emphasizing the
inner- and outer-loop nature of the memory demands (maintain-
ing the task stimuli (1 or 2) is an outer-loop, while maintaining
the prior stimulus of a sequence is an inner-loop).

has been extensively studied in humans (Cohen, Perl-
stein, Braver, Nystrom, Noll, Jonides, & Smith, 1997;
Braver & Cohen, 2000). The subject is presented with
sequential letter stimuli (A, X, B,Y"), and is asked to de-
tect the specific sequence of an A followed by an X by
pushing the right button. All other combinations (4 -7Y,
B - X, B — Y) should be responded to with a left but-
ton push. This task requires a relatively simple form
of working memory, where the prior stimulus must be
maintained over a delay until the next stimulus appears,
so that one can discriminate the target from non-target se-
quences. We have devised an extension of this task that
places somewhat more demands on the working mem-
ory system. In this extension, which we call the 1-2-AX
task (figure 1), the target sequence varies depending on
prior task demand stimuli (a 1 or 2). Specifically, if the
subject last saw a 1, then the target sequence is A — X.
However, if the subject last saw a 2, then the target se-
quence is B — Y'!. Thus, the task demand stimuli define
an outer loop of active maintenance (maintenance of task
demands) within which there can be a number of inner
loops of active maintenance for the A-X level sequences.

The full 1-2-AX task places three critical functional
demands on the working memory system:

Rapid updating: As each stimulus comes in, it must be
rapidly encoded in working memory (e.g., one-trial
updating, which is not easily achieved in weight-

Other variations in target sequences for the two sub-tasks are pos-
sible, and are being explored empirically.
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Figure 2: Tllustration of active gating. When the gate is open,
sensory input can rapidly update working memory (e.g., allow-
ing one to store a phone number), but when it is closed, it can-
not, thereby preventing other distracting information (e.g, an ir-
relevant phone number) from interfering with the maintenance
of previously stored information.

based memory).

Robust maintenance: The task demand stimuli (1 or 2)
in the outer loop must be maintained in the face of
interference from ongoing processing of inner loop
stimuli and irrelevant distractors.

Selective updating: Only some elements of working
memory should be updated at any given time, while
others are maintained. For example, in the inner
loop, A’s and X’s (etc) should be updated while the
task demand stimulus (1 or 2) is maintained.

One can obtain some important theoretical leverage
by noting that the first two of these functional demands
are directly in conflict with each other, when viewed in
terms of standard neural processing mechanisms (Co-
hen et al., 1996; Braver & Cohen, 2000; O’Reilly et al.,
1999; O’Reilly & Munakata, 2000). Specifically, rapid
updating can be achieved by making the connections be-
tween stimulus input and working memory representa-
tions strong, but this directly impairs robust maintenance,
as such strong connections would allow stimuli to in-
terfere with ongoing maintenance. This conflict can be
resolved by using an active gating mechanism (Cohen
et al., 1996; Hochreiter & Schmidhuber, 1997).

Gating

An active gating mechanism dynamically regulates
the influence of incoming stimuli on the working mem-
ory system (figure 2). When the gate is open, stimulus
information is allowed to flow strongly into the work-
ing memory system, thereby achieving rapid updating.
When the gate is closed, stimulus information does not
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strongly influence working memory, thereby allowing
robust maintenance in the face of ongoing processing.
The computational power of such a gating mechanism
has been demonstrated in the LSTM model of Hochre-
iter and Schmidhuber (1997), which is based on error
backpropagation mechanisms and has not been related
to brain function, and in more biologically-based models
by Braver and Cohen (2000) and O’Reilly and Munakata
(2000).

These existing biologically-based models provide the
point of departure for the present model. These mod-
els were based on the idea that the neuromodulator
dopamine can perform the gating function, by transiently
strengthening the efficacy of other cortical inputs to the
frontal cortex. Thus, when dopamine release is phasi-
cally elevated, as has been shown in a number of neural
recordings (e.g., Schultz, Apicella, & Ljungberg, 1993),
working memory can be updated. Furthermore, these
models incorporate the intriguing idea that the same fac-
tors that drive dopamine spikes for learning (e.g., Mon-
tague, Dayan, & Sejnowski, 1996) should also be appro-
priate for driving working memory updating. Specifi-
cally, working memory should be updated whenever a
stimulus triggers an enhanced prediction of future re-
ward. However, an important limitation of these models
comes from the fact that dopamine release is relatively
global — large areas of prefrontal cortex would therefore
receive the same gating signal. In short, a dopamine-
based gating mechanism does not support the selective
updating functional demand listed above, where some
working memory representations are updated as others
are being robustly maintained. Therefore, the present
model explores the possibility that the basal ganglia can
provide this selective gating mechanism, as described
next.

The Basal Ganglia as a Selective Gating
Mechanism

Our model is based directly on a few critical features
of the basal ganglia-frontal cortex system, which we re-
view here. Figures 3 and 4 show schematic diagrams of
the relevant circuitry. At the largest scale, one can see a
number of parallel loops from frontal cortex to the stria-
tum (also called the neostriatum, consisting of the cau-
date nucleus, putamen, and nucleus accumbens) to the
globus pallidus internal segment (GPi) or substantia ni-
gra pars reticulata (SNr) and then on to the thalamus, fi-
nally projecting back up in the frontal cortex (Alexander
et al., 1986). The GPi and SNr circuits are largely ho-
mologous (although they have different subcortical tar-
gets), so we consider them as one functional entity. Both
the frontal cortex and striatum also receive inputs from
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Figure 3: Schematic diagram of the major structures of the
basal ganglia and their connectivity with the frontal cortex in
the rat (A) and human (B). GP = globus pallidus; GPi = GP
internal segment; GPe = GP external segment; SNr = substan-
tia nigra pars reticulata; EP = entopeduncular nucleus; STN =
subthalamic nucleus. Numbers indicate total numbers of neu-
rons within each structure. Reproduced with permission from
Wickens (1997).

various areas of posterior/sensory cortex. There are also
other pathways within the basal ganglia involving the ex-
ternal segment of the globus pallidus and the subthalamic
nucleus that we see as having a role in learning, but are
not required for the basic gating operation of the network
— these other circuits only project through the GPi/SNr
to affect frontal function.

The critical aspect of this circuit for gating is that
the striatal projections to GPi/SNr and from GPi/SNr to
thalamus are inhibitory. Furthermore, the GPi/SNr neu-
rons are fonically active, meaning that in the absence of
any other activity, the thalamic neurons are inhibited by
constant firing of GPi/SNr neurons. Therefore, when the
striatal neurons fire, they serve to disinhibit the thalamic
neurons (Deniau & Chevalier, 1985; Chevalier & Deniau,
1990). As emphasized by Chevalier and Deniau (1990)
(and suggested earlier by others; Neafsey, Hull, & Buch-

Frontal Cortex

Posterior
Cortex reverberatory
loops
Thalamus
Striatum| [t | | || GPi/SNr
=== L
inhibition

Figure 4: The basal ganglia (striatum, globus pallidus and tha-
lamus) are interconnected with frontal cortex through a series
of parallel loops. Excitatory connections are in solid lines, and
inhibitory ones are dashed. Frontal cortex projects excitatory
connections to striatum, which then projects inhibition to the
globus pallidus internal segment (GPi) or the substantia nigra
pars reticulata (SNr), which again project inhibition to nuclei
in the thalamus, which are reciprocally interconnected with the
frontal cortex. Because GPi/SNr neurons are tonically active,
they are constantly inhibiting the thalamus, except when the
striatum fires and disinhibits the thalamus. This disinhibition
provides a modulatory or gating-like function.

wald, 1978; Schneider, 1985), this disinhibition produces
a gating function (this is literally the term they used) —
it enables other functions to take place, but does not di-
rectly cause them to occur, as a direct excitatory connec-
tion would. Chevalier and Deniau (1990) review a range
of findings from the motor control domain showing that
the activation of striatal neurons enables, but does not
directly cause, subsequent motor movements.

In short, one can think of the overall influence of
the basal ganglia on the frontal cortex as “releasing the
brakes” for motor actions and other functions. Put an-
other way, the basal ganglia are important for initiat-
ing motor movements, but not for determining the de-
tailed properties of these movements (e.g., Hikosaka,
1989; Chevalier & Deniau, 1990). For example, peo-
ple with Parkinson’s disease, which leads to a decrease
in dopamine in the basal ganglia, are generally impaired
at the initiation of voluntary action, but can nevertheless
still execute complex motor sequences once they have
been initiated (see Passingham, 1993 for more discussion
that the basal ganglia does not directly control motor out-
put).

Clearly, this disinhibitory gating in the motor domain
could easily be extended to gating in the working mem-
ory domain. Indeed, this suggestion was made by Cheva-
lier and Deniau (1990) in generalizing their ideas from
the motor domain to the cognitive one. Subsequently,
several theories and computational models have included
variations of this idea (Alexander, Crutcher, & DeLong,
1990; Goldman-Rakic & Friedman, 1991; Dominey &
Arbib, 1992; Houk & Wise, 1995; Dominey, 1995;



Gelfand, Gullapalli, Johnson, Raye, & Henderson, 1997,
Beiser & Houk, 1998). Thus, we find a striking conver-
gence between the functionally-motivated gating ideas
we presented earlier and similar ideas developed more
from a bottom-up consideration of the biological proper-
ties of the basal ganglia/frontal cortex system.

Specifically, in the context of the working memory
functions of the frontal cortex, our model is based on the
idea that the basal ganglia are important for initiating the
storage of new memories. In other words, the disinhi-
bition of the thalamocortical loops by the basal ganglia
results in the opening of the gate into working memory,
resulting in rapid updating. In the absence of striatal
firing, this gate remains closed, and the frontal cortex
maintains existing information. Critically, the basal gan-
glia can provide a selective gating mechanism because
of the many parallel loops. Although the original neu-
roanatomical studies suggested that there are around 5
such loops (Alexander et al., 1986), it is likely that the
anatomy can support many more subloops within these
larger-scale loops (e.g., Beiser & Houk, 1998), meaning
that relatively fine-grained selective control of working
memory is possible. We discuss this in greater detail
later.

To summarize, at least at this general level, it appears
that the basal ganglia can provide exactly the kind of se-
lective gating mechanism that our functional analysis of
working memory requires. Our detailed hypotheses re-
garding the selective gating mechanisms of this system
are specified in the following sections.

Details of Active Maintenance and the Gating
Mechanism

We begin with a discussion of the mechanisms of ac-
tive maintenance in the frontal cortex, which then con-
strain the operation of the gating mechanism provided
by the basal ganglia.

Perhaps the most obvious means of achieving the
kinds of actively maintained neural firing observed in
prefrontal cortex neurons using basic neural mecha-
nisms is to have recurrent excitation among frontal neu-
rons resulting in attractor states that persist over time
(e.g., Dehaene & Changeux, 1989; Zipser, Kehoe, Lit-
tlewort, & Fuster, 1993; Seung, 1998; Braver & Co-
hen, 2000; O’Reilly & Munakata, 2000). With this kind
of mechanism, active maintenance is achieved because
active neurons will provide further activation to them-
selves, perpetuating an activity state. Most of the ex-
tant theories/models of the basal ganglia role in work-
ing memory employ a variation of this type of main-
tenance, where the recurrent connections are between
frontal neurons and the thalamus and back (Hikosaka,
1989; Alexander et al., 1990; Goldman-Rakic & Fried-
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man, 1991; Dominey & Arbib, 1992; Houk & Wise,
1995; Dominey, 1995; Gelfand et al., 1997; Beiser &
Houk, 1998; Taylor & Taylor, 2000). This form of re-
currence is particularly convenient for enabling the basal
ganglia to regulate the working memory circuits, as tha-
lamic disinhibition would directly facilitate the flow of
excitation through the thalamocortical loops.

However, it is unclear if there are sufficient numbers
of thalamic neurons relative to frontal neurons to sup-
port all of the different frontal representations that can
be actively maintained, whereas recurrent connectivity
within the frontal cortex itself would not have this lim-
itation. Furthermore, we are not aware of any defini-
tive evidence suggesting that these loops are indeed crit-
ical for active maintenance (e.g., showing that frontal
active maintenance is eliminated with selective thala-
mic lesions, which is presumably a feasible experiment).
Another issue with thalamocortically-mediated recurrent
loops is that they would generally require persistent dis-
inhibition in the thalamus during the entire maintenance
period (though see Beiser & Houk, 1998 for a way of
avoiding this constraint). For these reasons, we are in-
clined to think in terms of intracortical recurrent connec-
tivity for supporting frontal maintenance.

Although it is intuitively appealing, the recurrence-
based mechanism has some important limitations stem-
ming from the fact that information maintenance is en-
tirely dependent on the instantaneous activation state of
the network. For example, it does not allow for the
frontal cortex to exhibit a transient, stimulus-driven ac-
tivation state and then return to maintaining some previ-
ously encoded information — the set of neurons that are
most active at any given point in time will receive the
strongest excitatory recurrent feedback, and will there-
fore be what is maintained. If a transient stimulus acti-
vates frontal neurons above the level of previously main-
tained information, then this stimulus transient will dis-
place the prior information as what is maintained.

This survival-of-the-most-active characteristic is of-
ten violated in recordings of prefrontal cortex neurons.
For example, Miller et al. (1996) observed that frontal
neurons will tend to be activated transiently when irrel-
evant stimuli are presented while monkeys are maintain-
ing other task relevant stimuli. During these stimulus
transients, the neural firing for the maintained stimulus
can be weaker than that for the irrelevant stimulus. Af-
ter the irrelevant stimuli disappear, the frontal activation
reverts to maintaining the task-relevant stimuli. We in-
terpret this data as strongly suggesting that frontal neu-
rons have some kind of intrinsic maintenance capabili-
ties.> This means that individual frontal neurons have

2 Although it is still possible that other frontal areas were really
maintaining the signal during the intervening stimulus activations, this
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some kind of intracellular “switch” that, when activated,
provides these neurons with extra excitatory input that
enhances their capacity to maintain signals in the absence
of external input. Thus, this extra excitation enables
maintaining neurons to recover their activation state af-
ter a stimulus transient — after the actual stimulus ceases
to support its frontal representation, the neurons with in-
trinsic excitation will dominate.

There are a number of possible mechanisms that
could support a switchable intrinsic maintenance capac-
ity for frontal neurons (e.g., Lewis & O’Donnell, 2000;
Fellous, Wang, & Lisman, 1998; Wang, 1999; Dilmore,
Gutkin, & Ermentrout, 1999; Gorelova & Yang, 2000;
Durstewitz, Seamans, & Sejnowski, 2000b). For exam-
ple, Lewis and O’Donnell (2000) report clear evidence
that, at least in an anesthetized preparation, prefrontal
neurons exhibit bistability — they have up and down
states. In the up state, neurons have a higher resting po-
tential and can easily fire spikes. In the down state, the
resting potential is more negative, and it is more difficult
to fire spikes. A number of different possible mecha-
nisms are discussed by Lewis and O’ Donnell (2000) that
can produce these effects, including selective activation
of excitatory ion channels in the up state (e.g., Ca®*t or
Na™), or selective activation of inhibitory K * ion chan-
nels in the down state.

Other mechanisms that involve intracellular switch-
ing, but depend more on synaptic input, have also been
proposed. These mechanisms take advantage of the
properties of the NMDA receptor, which is activated
both by synaptic input and by postsynaptic neuron de-
polarization, and produces excitation through C'a* ions
(Fellous et al., 1998; Wang, 1999; Durstewitz, Kelc, &
Gunturkun, 1999; Durstewitz, Seamans, & Sejnowski,
2000a). In the model by Wang and colleagues, a switch-
able bistability emerges as a result of interactions be-
tween NMDA channels and the balance of excitatory and
inhibitory inputs. In the model by Durstewitz and col-
leagues, dopamine modulates NMDA channels and inhi-
bition to stabilize a set of active neurons, and prevent in-
terference from other neurons (via the inhibition). Con-
sistent with these models, we think that recurrent excita-
tion plays an important maintenance role in addition to
a switchable intrinsic maintenance capacity. As we dis-
cuss below, recurrent excitation can provide a “default”
maintenance function, and it is also important for mag-
nifying and sustaining the effects of the intrinsic mainte-
nance currents.

There are many complexities and unresolved issues
with these maintenance mechanisms. For example, al-
though dopamine clearly plays an important role in

explanation becomes less appealing as this phenomenon is consistently
observed across many different frontal areas.

b) does not transfer
to later trials

a) learning from
random gating
Working «'\\(\Q’
Memory \?

Gating
Control

Sensory
Input

Figure 5: Illustration of the catch-22 problem that occurs
when the gating mechanism learns based on maintained work-
ing memory representations, and those representations can only
become activated after the gating mechanism fires for a given
stimulus. a) Learning about a stimulus A presented earlier and
maintained in frontal cortex, which is based on initially random
exploratory gating signals, will be between the maintained rep-
resentations and the gating controller. b) When this stimulus is
later presented, it will not activate the working memory repre-
sentations until the gate is opened, but the gate has only learned
about this stimulus from these same working memory represen-
tations, which are not activated.

some of these mechanisms, it is not clear if tonic levels
present in awake animals would be sufficient to enable
these mechanisms, or whether phasic bursts of dopamine
would be required. This can have implications for the
gating mechanism, as we discuss later. Despite the ten-
tative nature of the empirical evidence, there are enough
computational advantages of a switchable intrinsic main-
tenance capacity (as combined with a more conventional
form of recurrent excitation), to compel us to use such
a mechanism in our model. Furthermore, we think the
neurophysiological finding that working memory neu-
rons recover their memory-based firing even after rep-
resenting transient stimuli (as reviewed above) makes a
compelling empirical case for the presence of such mech-
anisms.

There are two primary computational advantages to
a switchable intrinsic maintenance capacity. The first is
that it imparts a significant degree of robustness on active
maintenance, as has been documented in several mod-
els (e.g., Fellous et al., 1998; Durstewitz et al., 2000a).
This robustness stems from the fact that intrinsic sig-
nals are not dependent on network dynamics, whereas
spurious strong activations can hijack recurrent mainte-
nance mechanisms. Second, these intrinsic maintenance
mechanisms, by allowing frontal cortex to represent both
transient stimuli and maintained stimuli, avoid an impor-
tant catch-22 problem that arises in bootstrapping learn-
ing over delays (O’Reilly & Munakata, 2000) (figure 5).
Briefly, learning that it is useful to maintain a stimulus
can only occur after that stimulus has been maintained in
frontal representations, meaning that the gating mecha-



nism must learn what to maintain based on frontal repre-
sentations. However, if these frontal representations only
reflect stimuli that have already been gated in for main-
tenance, then the gating mechanism will not be able to
detect this stimulus as something to gate in until it is al-
ready gated into frontal cortex! However, if the frontal
representations always reflect current stimuli as well as
maintained information, then this problem does not oc-
cur.

Dynamic gating in the context of an intracellular
maintenance switch mechanism amounts to the activa-
tion and deactivation of this switch. Neurons that partic-
ipate in the maintenance should have the switch turned
on, and those that do not should have the switch turned
off. This contrasts with other gating models developed
in the context of recurrent activation-based maintenance,
which required gating to modulate the strength of input
weights into the frontal cortex (e.g., Braver & Cohen,
2000; O’Reilly & Munakata, 2000), or the strength of
the thalamocortical recurrent loops (e.g., Dominey, 1995;
Gelfand et al., 1997; Beiser & Houk, 1998). Therefore,
we propose that the disinhibition of the thalamocortical
loops by the basal ganglia results in the modulation of
the intracellular switch. Specifically, we suggest that the
activation of the layer 4 frontal neurons that receive the
excitatory projection from the thalamus is responsible for
modulating intracellular ion channels on the neurons in
other layers (which could be in either layers 2-3 or 5-6)
that are ultimately responsible for maintaining the work-
ing memory representations.

In our model, we further specify that the intracellu-
lar switch is activated when a neuron is receiving strong
excitatory input from other areas (e.g., stimulus input) in
addition to the layer 4 input, and it is deactivated if the
layer 4 input does not coincide with other strong excita-
tory input. Otherwise, the switch just stays in its previous
state (and is by default off). This mechanism works well
in practice for appropriately updating working memory
representations, and could be implemented through the
operation of NMDA channels that require a conjunction
of postsynaptic depolarization and synaptic input (neuro-
transmitter release). Alternatively, such NMDA channels
could also activate other excitatory ion channels via sec-
ond messengers, or other voltage-gated channels could
directly mediate the effect, so we are at present unsure
as to the exact biological mechanisms necessary to im-
plement such a rule. Nevertheless, the overall behavior
of the ion channels is well specified, and could be tested
with appropriate experiments.

Finally, more conventional recurrent excitation-
based maintenance is important in our model for estab-
lishing a “default” propensity of the frontal cortex to
maintain information. Thus, if nothing else has been
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specifically gated on in a region of frontal cortex (i.e.,
if no other neurons have a specific competitive advan-
tage due to intracellular maintenance currents), then the
recurrent connectivity will tend to maintain representa-
tions over time anyway. However, any new stimulus in-
formation will easily displace this kind of maintained in-
formation, and it cannot compete with information that
has been specifically gated on. This default mainte-
nance capacity is important for “speculative” trial-and-
error maintenance of information — the only way for a
learning mechanism to discover if it is important to main-
tain something is if it actually does maintain it, and then
it turns out to be important. Therefore, having a default
bias to maintain is useful. However, this default mainte-
nance bias is overridden by the active gating mechanism,
allowing learning to have full control over what is ulti-
mately maintained.

To summarize, in our model, active maintenance op-
erates according to the following set of principles:

e Stimuli generally activate their corresponding
frontal representations when they are presented.

e Robust maintenance occurs only for those stim-
uli that trigger the intracellular maintenance switch
(as a result of the conjunction of external exci-
tation and layer 4 activation resulting from basal
ganglia-mediated disinhibition of the thalamocorti-
cal loops).

e When other stimuli are being maintained, those
representations that did not have the intracellular
switch activated will decay quickly following stim-
ulus offset.

o However, if nothing else is being maintained, re-
current excitation is sufficient to maintain a stimu-
lus until other stimuli are presented. This “default”
maintenance is important for learning by trial-and-
error what is relevant to maintain.

Additional Anatomical Constraints

In this section, we discuss the implications of a
few important anatomical properties of the basal gan-
glia/frontal cortex system. First, we consider conse-
quences of the relative sizes of different regions in the
basal-ganglia frontal cortex pathway. Next, we examine
evidence that can inform the number of different sepa-
rately gatable frontal areas. Finally, we discuss the level
of convergence and divergence of the loops.

A strong constraint on understanding basal ganglia
function comes from the fact that the GPi and SNr have
a relatively small number of neurons — there are ap-
proximately 111 million neurons in the human striatum
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(Fox & Rafols, 1976), whereas there are only 160,000 in
the GPi (Lange, Thorner, & Hopf, 1976) and a similar
number in the SNr. This means that whatever informa-
tion is encoded by striatal neurons must be vastly com-
pressed or eliminated on its way up to the frontal cortex.
This constraint coincides nicely with the gating hypoth-
esis — the basal ganglia do not need to convey detailed
content information to the frontal cortex — instead they
simply need to tell different regions of the frontal cor-
tex when to update. As we noted in the context of mo-
tor control, damage to the basal ganglia appears to affect
initiation, but not the details of execution of motor move-
ments — presumably not that many neurons are needed
to encode this gating or initiation information.

Given this dramatic bottleneck in the GPi/SNr, one
might wonder why there are so many striatal neurons
in the first place. We think this is also sensible un-
der the gating proposal: in order for only task-relevant
stimuli to get updated (or an action initiated) via striatal
firing, these neurons need to only fire for a very spe-
cific conjunction of environmental stimuli and internal
context representations (as conveyed through descending
projections from frontal cortex). This context-specificity
of striatal firing has been established empirically (e.g.,
Schultz, Apicella, Romo, & Scarnati, 1995a), and is
an important part of many extant theories/models (e.g.,
Wickens, 1993; Houk & Wise, 1995; Wickens, Kotter, &
Alexander, 1995; Berns & Sejnowski, 1996; Jackson &
Houghton, 1995; Beiser & Houk, 1998; Amos, 2000).
Thus, many striatal neurons are required to encode all
of the different specific conjunctions that can be rele-
vant. Without such conjunctive specificity, there would
be a risk that striatal neurons would fire for inappropri-
ate subsets of stimuli. For example, the 1 and 2 stimuli
should be maintained separately from the other stimuli in
the 1-2-AX task, but this is not likely to be true of other
tasks. Therefore, striatal neurons should encode the con-
junction of the stimulus (1 or 2) together with some rep-
resentation of the 1-2-AX task context from the frontal
cortex. If the striatum instead employed a smaller num-
ber of neurons that just respond to stimuli without regard
to task context (or other similar kinds of conjunctions),
confusions between the many different implications of a
given stimulus would result.

Another constraint to consider concerns the number
of different subregions of the frontal cortex for which
the basal ganglia can plausibly provide separate gat-
ing control. An upper limit on this constraint is pro-
vided by the number of neurons in the GPi/SNr, which is
roughly 320,000 in the human as noted previously. This
suggests that the gating signal operates on a region of
frontal neurons, instead of individually controlling spe-
cific neurons (and, assuming the thalamic areas project-
ing to frontal cortex are similarly sized, argues against

the notion that the thalamocortical loops themselves can
maintain detailed patterns of activity). An interesting
possible candidate for the regions of frontal cortex that
are independently controlled by the basal ganglia are
distinctive anatomical structures consisting of intercon-
nected groups of neurons, called stripes (Levitt, Lewis,
Yoshioka, & Lund, 1993; Pucak, Levitt, Lund, & Lewis,
1996). Each stripe appears to be isolated from the im-
mediately adjacent tissue, but interconnected with other
more distal stripes, forming a cluster of interconnected
stripes. Furthermore, it appears that connectivity be-
tween the prefrontal cortex and thalamus exhibits a simi-
lar, though not identical, kind of discontinuous stripe-like
structuring (Erickson & Lewis, 2000).

Therefore, it would be plausible that each stripe
or cluster of stripes constitutes a separately controlled
group of neurons — each stripe can be separately up-
dated by the basal ganglia system. Given that each stripe
is roughly .2-.4 mm by 2-4 mm in size (i.e., 4-1.6 mm?
in area), one can make a rough computation that the hu-
man frontal cortex (having roughly 1/4 of the approx-
imate 140,000 mm? surface area of the entire cortex;
Douglas & Martin, 1990) could have over 20,000 such
stripes (assuming that the stripes found in monkeys also
exist in humans, with similar properties). If the thala-
mic connectivity were with stripe clusters and not indi-
vidual stripes, this figure would be reduced by a factor
of around 5. In either case, given the size of the GPi
and SNr, there would be some degree of redundancy in
the per-stripe gating signal at the GPi/SNr level. Also
note that the 20,000 (or 4,000 for stripe clusters) fig-
ure is for the entire frontal cortex, with only a fraction
of these located in prefrontal areas involved in working
memory. Further evidence consistent with the existence
of such stripe-like structures comes from the finding of
iso-coding microcolumns of neighboring neurons that all
encode roughly the same information (e.g., having simi-
lar directional coding in a spatial delayed response task)
(Rao, Williams, & Goldman-Rakic, 1999).

The precise nature of the inputs and outputs of the
loops through the basal ganglia can have implications for
the operation of the gating mechanism. From a compu-
tational perspective, it would be useful to control each
stripe using a wide range of different input signals from
the sensory and frontal cortex (i.e., broad convergence
of inputs), to make the gating appropriately context-
specific. In addition, it is important to have input from
the current state of the stripe that is being controlled,
as this would affect whether this stripe should be up-
dated or not. This implies closed loops going through
the same frontal region. Data consistent with both of
these connectivity patterns has been presented (see Gray-
biel & Kimura, 1995; Middleton & Strick, 2000a for re-
views). Although some have taken mutually exclusive




positions on these two patterns of connectivity, we see
them as mutually compatible and indeed beneficial, from
the perspective of our model. One particularly intriguing
suggestion is that the convergence of inputs from other
frontal areas may be arranged in a hierarchical fashion,
providing a means for more anterior frontal areas (which
may represent higher-level, more abstract task/goal in-
formation) to appropriately contextualize more poste-
rior areas (e.g., supplementary and primary motor areas)
(Gobbel, 1997). This hierarchical structure is reflected in
figure 4.

To summarize, anatomical constraints are consis-
tent with the selective gating hypothesis by suggesting
that the basal ganglia interacts with a large number of
distinct regions of the frontal cortex. We hypothesize
that these distinct stripe structures constitute separately-
gated collections of frontal neurons, extending the par-
allel loops concept of Alexander et al. (1986) to a much
finer grained level (see also Beiser & Houk, 1998). Thus
it is possible to maintain some information in one set of
stripes, while selectively updating other stripes.

Learning and the Role of Dopamine

Implicit in our gating model is that the basal gan-
glia somehow know when it is appropriate to update
working memory representations. To avoid some kind
of homunculus in our model, we posit that learning is
essential for shaping the striatal firing in response to
task demands. This dovetails nicely with the widely-
acknowledged role that the basal ganglia, and the neu-
romodulator dopamine, play in reinforcement learning
(e.g., Barto, 1995; Schultz, Romo, Ljungberg, Mirenow-
icz, Hollerman, & Dickinson, 1995b; Houk, Adams, &
Barto, 1995; Schultz, Dayan, & Montague, 1997). How-
ever, our work on integrating learning mechanisms
with the basal ganglia selective gating model is still in
progress. Therefore, our current model presented in this
paper uses hand-wired representations (i.e., causing the
striatum to fire only for task-relevant stimuli) to demon-
strate the basic gating capacity of the overall system.

In addition to shaping striatal neurons to fire at
the right time through stimulus-specific, phasic firing,
dopamine may also play an important role in regulating
the overall excitability of striatal neurons in a tonic man-
ner. The gating model places strong demands on these
excitability parameters, because striatal neurons need to
be generally silent, while still being capable of firing
when the appropriate stimulus and contextual inputs are
present. This general silence, which is a well-known
property of striatal neurons (e.g., Schultz et al., 1995a)
can be accomplished by having a relatively high effec-
tive threshold for firing (either because the threshold it-
self is high, or because they experience more inhibitory
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currents that offset excitation). However, if this effec-
tive threshold is too high, then striatal neurons won’t be
able to fire when the correct circumstances arise. There-
fore, it is likely that the brain has developed specialized
mechanisms for regulating these thresholds. The effects
of Parkinson’s disease, which results from a tonic loss of
dopamine innervation of the basal ganglia, together with
neurophysiological data showing dopaminergic modula-
tion of different states of excitability in striatal neurons
(e.g., Surmeier & Kitai, 1999; Wilson, 1993; Gobbel,
1995), all suggest that dopamine plays an important part
in this regulatory mechanism.

Summary: The Division of Labor between
Frontal Cortex and Basal Ganglia

Before describing our model in detail, and by way of
summary, we return to the fundamental question posed
at the outset of this paper — what is the nature of the
division of labor between the frontal cortex and the basal
ganglia? In light of all the foregoing information, we can
offer a concise summary of what the division of labor is,
and furthermore why it would make sense for the brain
to have developed this division of labor in the first place.
In short:

e The frontal cortex uses continuously-firing activa-
tions to encode information over time in working
memory (or, on a shorter time scale, to execute mo-
tor actions).

e The basal ganglia fires only at very select times to
trigger the updating of working memory states (or
initiate motor actions) in frontal cortex.

Critically, one can see that the use of continuously-
firing activation states to encode information is at odds
with the need to only fire at very specific times. Al-
though it is conceivable that a subset of cell types within
the frontal cortex could have evolved to have a very punc-
tate, discrete firing property, there is ample reason from a
computational perspective to believe that excitatory cor-
tical neurons are in general adapted to exhibit sustained
firing over at least a few tens of milliseconds. For ex-
ample, this kind of sustained firing is essential for per-
forming multiple constraint satisfaction-style processing,
where the firing of many different neurons, each repre-
senting different “constraints” on the problem at hand,
settles over time into a relatively optimal configuration or
solution to this problem (Hopfield, 1982, 1984; Smolen-
sky, 1986; Ackley, Hinton, & Sejnowski, 1985). There
are clear examples of such iterative settling dynamics
in cortical neural recordings (e.g., Zipser, Lamme, &
Schiller, 1996).
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Assuming that this sustained firing property is gener-
ally important for cortical function, it makes sense that a
different part of the brain would be specialized for pro-
viding a discrete gating/initiation signal. Indeed, there
are important kinds of specializations that need to take
place to effectively produce a signal at exactly the right
time for initiating an action or updating a working mem-
ory. As we’ve discussed, these neurons must have a rel-
atively high effective threshold for firing, and it can be
difficult to regulate such a threshold to ensure that firing
happens when appropriate, and not when it is not appro-
priate. Note that we are aware that some striatal neu-
rons exhibit sustained “delay period” activations (e.g.,
Schultz et al., 1995b) — we think these reflect sustained
frontal activations, not an intrinsic maintenance capabil-
ity of striatal neurons themselves. Our learning model
currently under development makes use of these sus-
tained activations for learning purposes, and predicts that
these activations should be observed primarily in only
one anatomically-defined subset of striatal neurons (the
patch neurons).

The 1-2-AX Model

We have implemented the ideas outlined above in a
computational model of the 1-2-AX task. This model
demonstrates how the basal ganglia can provide a selec-
tive gating mechanism, by showing that the outer-loop
information of the task demand stimuli (1 or 2) can be ro-
bustly maintained while the inner loop information (4, B
etc) is rapidly updated. Furthermore, we show that irrel-
evant distractor stimuli are ignored by the model, even
though they transiently activate their frontal representa-
tions. In addition, the model demonstrates that the same
mechanisms that drive working memory updating also
drive the motor responses in the model.

The Mechanics of the Model

The model is shown in Figure 6. The units in the
model operate according to a simple point neuron func-
tion using rate-coded output activations, as implemented
in the Leabra framework (O’Reilly & Munakata, 2000;
O’Reilly, 1998). There are simulated excitatory synaptic
input channels, and inhibitory input is computed through
a simple approximation to the effects of inhibitory in-
terneurons. There is also a constant leak current, and
the maintenance frontal neurons have a switchable exci-
tatory ion channel that is off by default. See the appendix
for the details and equations. The model’s representa-
tions were predetermined, but the specific weights were
trained using the standard Leabra error-driven and asso-
ciative (Hebbian) learning mechanisms to achieve target
activations for every step in the sequence. This is not

Striatum

Figure 6: Working memory model with basal ganglia me-
diated selective gating mechanism. The network structure is
analogous to figure 4, where the PFC has been subdivided into
maintenance (PFC_Maint) and gating (PFC_Gate) layers. Three
hierarchically organized “stripes” of the PFC and basal ganglia
are represented as the three columns of units within each layer
— each stripe is capable of being independently updated. The
right-most task stripe encodes task-level information (i.e., 1 or
2). The middle sequence (seq) encodes sequence-level infor-
mation within a task (i.e., A or B). The left-most action (act)
stripe encodes action-level information (i.e., responding to the
X or Y stimulus and actually producing the left or right out-
put in PFC). Non task-relevant inputs (e.g., 3, C, Z) are also
presented and the model ignores them, i.e., they are not main-
tained.

how we think learning actually occurs in this network,
but was simply used as a convenient way of achieving a
desired set of representations, to test the basic sufficiency
of our ideas about the gating mechanism.

For simplicity, every layer in the model has been or-
ganized into three different “stripes,” where a stripe cor-
responds to an individually updatable region of frontal
cortex, as discussed previously. The right-most stripe in
each layer represents the outer-loop task demand infor-
mation (1 or 2). The middle stripe represents informa-
tion maintained at the inner-loop, sequence-level (A or
B). The left-most stripe represents stimuli that actually
trigger an action response (X or Y). To clarify and sim-
plify the motor aspects of the task, we only have a re-
sponse at the end of an inner-loop sequence (i.e., after an
X orY), instead of responding L for all the preceding
stimuli. All these other other responses should be rel-
atively automatic, whereas the response after the X or
Y requires taking into account all the information main-
tained in working memory, so it is really the task-critical
motor response.

We describe the specific layers of the model (which
match those shown in Figure 4 as discussed previously)




in the course of tracing a given trial of input. First, a
stimulus is presented (activated) in the Input layer. Every
stimulus automatically activates its corresponding frontal
representation, located in the PFC_Maint layer of the
model. This layer represents cortical layers 2-3 and 5-6
(without further distinguishing these layers, though it is
possible there are divisions of labor between them), and
is where stimulus information is represented and main-
tained. The other frontal layer is PFC_Gate, which repre-
sents the gating action of cortical layer 4 — we’ll return
to it in a moment.

If the input stimulus has been recognized as impor-
tant for task performance, as a result of as-yet unim-
plemented learning experiences (which are represented
in the model through hand-set enhanced weight values),
then it will activate a corresponding unit in the Stria-
tum layer. This activation of the high-threshold striatal
unit is the critical step in initiating the cascade of events
that leads to maintaining stimuli in working memory,
via a process of “releasing the brakes” or disinhibiting
the thalamic loops through the frontal cortex. Note that
these striatal units in the model encode conjunctions of
maintained information in frontal cortex (1 or 2 in this
case) and incoming stimulus information (4, B, X, or
Y). Although not computationally essential for this one
task, these conjunctions reflect our theorizing that striatal
neurons need to encode conjunctions in a high-threshold
manner to avoid task-inappropriate stimulus activation.
Once a striatal unit fires, it inhibits the globus pallidus
unit in its corresponding stripe, which has to this point
been tonically active and inhibiting the corresponding
thalamus unit. Note the compression of the signal from
the striatum to the globus pallidus, as discussed above.

The disinhibition of the thalamic unit opens up the
recurrent loop that flows from the PFC_Maint units to
the thalamus and back up to the PFC_Gate layer. Note
that the disinhibited thalamic unit will only get activated
if there is also descending activation from PFC_Maint
units. Although this is always the case in our model,
it wouldn’t be true if a basal ganglia stripe got activated
(disinhibited) that did not correspond to an area of frontal
activation — this property may be important for synchro-
nizing frontal and basal ganglia representations during
learning.

The effect of thalamic firing is to provide general ac-
tivation to an entire stripe of units in the PFC_Gate layer.
These frontal units cannot fire without this extra thalamic
activation, but they also require excitation from units in
the PFC_Maint layer, which are responsible for selecting
the specific gate unit to activate. Although this is con-
figured as a simple one-to-one mapping between main-
tenance and gating frontal units in the model, the real
system could perform important kinds of learning here
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to fine-tune the gating mechanism. Finally, the activa-
tion of the gating unit controls the switchable excitatory
ion channels in the frontal maintenance units. For those
maintenance units within a stripe that receive both input
from the current input stimulus and the gating activation,
the excitatory ion channels are opened. Maintenance
units that only get the gating activation, but not stimulus
input, have their ion channels closed. This mechanism
provides a means of updating working memory by reset-
ting previously active units that are no longer receiving
stimulus input, while providing sustained excitatory sup-
port for units that do have stimulus input.

An Example Sequence

Figure 7 shows an example sequence of 2—B—-C'-Y
as processed by the model. The first stimulus presented
is the task context — in this case it is task 2, the B — Y
detection task. Because the striatum detects this stimulus
as being task relevant (via the 2 striatal unit), it inhibits
the task globus pallidus unit, which then disinhibits the
corresponding thalamus unit. This disinhibition enables
the thalamus to then become excited via descending pro-
jections from frontal cortex. The thalamic activation then
excites the PFC_Gate unit that also receives activation
from the PFC_Maint layer, resulting in the activation of
the excitatory ion channel for the 2 frontal unit in the
PFC_Maint layer.

Next, the B input activates the 2B conjunctive stri-
atal unit, which detects the combination of the 2 task
maintained in frontal cortex and the B stimulus input.
This results in the firing of the sequence stripe and main-
tenance of the B stimulus encoding in frontal cortex.
Note that the 2 has been maintained as the B stimulus
was processed and encoded into active memory, due to
the fact that these items were represented in different
stripes in the frontal cortex. This demonstrates the prin-
ciple of selective gating, which is central to our model.

The next stimulus is a C distractor stimulus — this
is not detected as important for the task by the striatum
(i.e., all striatal units remain sub-threshold), and is thus
not gated into robust active maintenance (via the intrinsic
ion channels). Note that despite this lack of gating, the C
representation is still activated in the PFC_Maint frontal
cortex layer, as long as the stimulus is present. However,
when the next stimulus comes in (the Y in this case), the
C activation decays quickly away.

Finally, the Y stimulus is important because it trig-
gers an action. The 2Y striatal unit enables firing of the
R2 unit in the PFC layers — this is a conjunctive unit
that detects the conjunction of all the relevant working
memory and input stimuli (2 — B — Y in this case) for
triggering one kind of R output response (the other R
conjunction would be a 1— A~ X). This conjunctive unit
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Figure 7: An example sequence in the model (2 — B — C —Y'). a) Task context 2 is presented. The striatum detects this stimulus
as relevant and disinhibits the task stripe of the thalamus, allowing PFC_Gate to become active, causing the task number to be
maintained in PFC_Maint. b) The next stimulus is B, which the striatum detects in conjunction with task context 2 (from the
PFC) via the 2B unit. The sequence stripe of the thalamus is then disinhibited and B is gated into PFC_Maint, while task context
2 remains active due to persistent ionic currents. This demonstrates selective gating. ¢) A distractor stimulus C' is presented,
and because the striatum has not built up relevant associations to this stimulus, all units are sub-threshold. The thalamus remains
inhibited by the tonically active globus pallidus, and C' is not maintained in the PFC. d) Stimulus Y is presented, and the striatum
detects the conjunction of it and the task context via the 2Y" unit. The thalamus action level stripe is disinhibited, which activates
conjunctive units in the frontal cortex (R2) that detect combinations of maintained and input stimuli (2 — B — Y"). These frontal
units then activate the R response in the primary motor area (M1).




then activates the basic R motor response, in a manner
consistent with observed frontal recordings (e.g., Hoshi,
Shima, & Tanji, 2000). Thus, the same basal-ganglia
mediated disinhibitory function supports both working
memory updating and motor response initiation in this
model.

Although it is not represented in this example, the
model will maintain the 2 task signal over many inner-
loop sequences (until a different task input is presented),
because the inner-loop updating is selective and there-
fore does not interfere with maintenance of the outer-
loop task information.

Summary

To summarize, the model illustrates how frontal cor-
tex can maintain information for “contextualizing” motor
responses in a task appropriate fashion, while the basal
ganglia trigger the updating of these frontal representa-
tions, and the initiation of motor responses.

Discussion

We have presented a theoretical framework and im-
plemented neural network model for understanding how
the frontal cortex and basal ganglia interact in providing
the mechanisms necessary for selective working memory
updating and robust maintenance. We have addressed the
following central questions in this paper:

1. What are the specific functional demands of work-
ing memory?

2. What is the overall division of labor between frontal
cortex and basal ganglia in meeting these functional
demands?

3. What kinds of specialized mechanisms are present
in the frontal cortex to support its contributions to
working memory?

4. What aspects of the complex basal ganglia circuitry
are essential for providing its functionality?

Our answers to these questions are as follows:

1. Working memory requires robust maintenance (in
the face of ongoing processing, other distractor
stimuli, and other sources of interference), but
also rapid, selective updating, where some work-
ing memory representations can be quickly updated
while others are robustly maintained.

2. The frontal cortex provides maintenance mecha-
nisms, while the basal ganglia provide selective
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gating mechanisms that can independently switch
the maintenance mechanisms on or off in relatively
small regions of the frontal cortex.

3. Frontal cortex neurons have intrinsic maintenance
capabilities via persistent, excitatory ion channels
that give maintained activation patterns the abil-
ity to persist without stimulus input. This allows
frontal neurons to always encode stimulus inputs,
while only maintaining selected stimuli, which is
otherwise difficult using only recurrent excitatory
attractor mechanisms. Recurrent connections play
an additional maintenance role and are important
for trial-and-error learning about what is important
to maintain.

4. The disinhibitory nature of the basal ganglia ef-
fect on frontal cortex is important for achieving a
modulatory or gating-like effect. Striatal neurons
must have a high effective threshold and selective,
conjunctive representations (combining maintained
frontal goal/task information with incoming stim-
uli) to fire only under specific conditions when up-
dating is required. Although this conjunctivity re-
quires large numbers of neurons, the striatal signal
is collapsed down into a small number of globus
pallidus neurons, consistent with the idea that the
basal ganglia is important for determining when
to do something, but not the details of what to
do. The organization of this basal ganglia circuitry
into a large number of parallel subcircuits, possibly
aligned with the stripe structures of the frontal cor-
tex, is essential for achieving a selective gating sig-
nal that allows some representations to be updated
while others are maintained.

In the remaining sections, we discuss a range of is-
sues including: a comparison between our model and
other theories and models in the literature; the unique
predictions made by this model, and more generally how
the model relates to existing literature on cognitive ef-
fects of basal ganglia damage; and limitations of our
model and future directions for our work.

Other Theories and Models of Frontal Cortex—
Basal Ganglia Function

We begin with an overview of general theories of
the roles of the frontal cortex and basal ganglia system
from a neuropsychological perspective, and then review
a range of more specific computational theories/models.
We then contrast the present model with the earlier
dopamine-based gating mechanisms.
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General Theories

Our discussion is based on a comprehensive review
of the literature on both frontal cortex and basal gan-
glia, and their relationship, by Wise, Murray, and Ger-
fen (1996). They summarize the primary theories of
frontal cortex—basal ganglia function according to four
categories: attentional set shifting, working memory, re-
sponse learning, and supervisory attention. We cover
these theories in turn.

Attentional Set Shifting: The attentional set shifting
theory is supported in part by deficits observed from both
frontal and basal ganglia damage — for example, pa-
tients perform normally on two individual tasks sepa-
rately, but when required to switch dynamically between
the two, they make significantly more errors than nor-
mals (e.g., Brown & Marsden, 1990; Owen, Roberts,
Hodges, Summers, Polkey, & Robbins, 1993). This is
exactly the kind of situation where our model would pre-
dict deficits resulting from basal ganglia damage — in-
deed, the 1-2-AX task was specifically designed to have
a task-switching outer loop because we think this specif-
ically taps the basal ganglia contribution.

Furthermore, we and others have argued extensively
that the basic mechanism of working memory function
is integral to most of the cognitive functions attributed
to the frontal cortex system (e.g., Cohen et al., 1996;
O’Reilly et al., 1999; O’Reilly & Munakata, 2000; Mu-
nakata, 1998). For example, the robust maintenance ca-
pacity of the kinds of working memory mechanisms we
have developed are necessary to maintain activations that
focus attention in other parts of the brain on specific as-
pects of a task, and for maintaining goals and other task-
relevant processing information. In short, one can view
our model as providing a specific mechanistic implemen-
tation of the attentional set shifting idea (among other
things).

This general account of how our model could ad-
dress attentional set-shifting data is bolstered by specific
modeling work using our earlier dopamine-based gating
mechanism to simulate the monkey frontal lesion data
of Dias, Robbins, and Roberts (1997) (O’Reilly, Noelle,
Braver, & Cohen, submitted). The dopamine-based gat-
ing mechanism was capable of inducing task-switching
in frontal representations, such that damage to frontal
cortex resulted in slowed task switching. Moreover, we
were able to account for the dissociation between dor-
sal and orbital frontal lesions observed by Dias et al.
(1997) in terms of level of abstractness of frontal repre-
sentations, instead of invoking entirely different kinds of
processing for these areas. Thus, we demonstrated that
an entirely working-memory based model, augmented
with a dynamic gating mechanism and some assumptions
about the organization of frontal representations, could

account for data that was originally interpreted in very
different functional terms (i.e., attentional task shifting
and overcoming previous associations of rewards).

Working Memory: 1t is clear that our account is con-
sistent with the working memory theory, but aside from a
few papers showing effects of caudate damage on work-
ing memory function (Divac, Rosvold, & Szwaracbart,
1967; Butters & Rosvold, 1968; Goldman & Rosvold,
1972), not much theorizing from a broad neuropsycho-
logical perspective has focused on the specific role of the
basal ganglia in working memory. Thus, we hope that the
present work will help to rekindle interest in this idea.

Response Learning: This theory is closely associated
with the ideas of Passingham (1993), who argues that the
frontal cortex is more important for learning (specifically
learning about appropriate actions to take in specific cir-
cumstances) than for working memory. Certainly, there
is ample evidence that the basal ganglia are important for
reinforcement-based learning (e.g., Barto, 1995; Schultz
et al.,, 1995b; Houk et al., 1995; Schultz et al., 1997),
and we think that learning is essential for avoiding the
(often implicit) invocation of a homunculus in theoriz-
ing about executive function and frontal control. How-
ever, we view learning within the context of the working
memory framework. In this framework, frontal learning
is about what information to maintain in an active state
over time, and how to update it in response to task de-
mands. This learning should ensure that active represen-
tations have the appropriate impact on overall task per-
formance, both by retaining useful information and by
focusing attention on task-relevant information.

Supervisory Attention: The supervisory attention
theory of Norman and Shallice (Norman & Shallice,
1986; Shallice, 1988) is essentially that the supervisory
attention system (SAS) controls action by modulating
the operation of the contention scheduling (CS) sys-
tem, which provides relatively automatic input/output re-
sponse mappings. As reviewed in Wise et al. (1996), the
supervisory attention system has been associated with
frontal cortex, and the contention scheduling system with
the basal ganglia. However, this mapping is inconsistent
with the inability of the basal ganglia to directly produce
motor output or other functions without frontal involve-
ment — instead, as we and Wise et al. (1996) argue, the
basal ganglia should be viewed as modulating the frontal
cortex, which is the opposite of the SAS/CS framework.

Finally, Wise et al. (1996) proposed their own over-
arching theory of the frontal cortex-basal ganglia system,
which is closely related to other ideas from Owen et al.
(1993) and Passingham (1993). They propose that the
frontal cortex is important for learning new “behavior-
guiding rules” while the basal ganglia modulate the ap-
plication of existing rules as a function of current be-



havioral context and reinforcement factors. Thus, as in
our model, they think of the basal ganglia as having a
modulatory interaction with the frontal cortex. Further-
more, they emphasize that the frontal cortex/basal gan-
glia system should not be viewed as a simple motor con-
trol system, but rather should be characterized as en-
abling flexible, dynamic behavior that coordinates sen-
sory and motor processing. However, they do not pro-
vide any more specific biologically-based mechanisms
for how this function could be carried out, and how in
general the frontal cortex and basal ganglia provide this
extra flexibility. We consider our theory and model as an
initial step towards developing a mechanistic framework
that is generally consistent with these overall ideas.

Computational Theories/Models

Perhaps the dominant theme of extant computational
models of the basal ganglia is that they support deci-
sion making and/or action selection (e.g., Wickens, 1993;
Houk & Wise, 1995; Wickens et al., 1995; Berns & Se-
jnowski, 1996; Jackson & Houghton, 1995; Beiser &
Houk, 1998; Amos, 2000) (see Beiser, Hua, & Houk,
1997; Wickens, 1997 for recent reviews). These selec-
tion models reflect a convergence between the overall
idea that the basal ganglia are somehow important for
linking stimuli with motor responses, and the biological
fact that striatal neurons are inhibitory, and should there-
fore inhibit each other to produce selection effects. Thus,
the basal ganglia could be important for selecting the best
linkage between the current stimulus+context and a mo-
tor response, using inhibitory competition so that only
the best match will “win”. However, all of these theories
suffer from the finding that striatal neurons do not appear
to inhibit each other (Jaeger, Kita, & Wilson, 1994). One
possible way of retaining this overall selection model is
to have the inhibition work indirectly through dopamine
modulation via the “indirect pathway” connections with
the subthalamic nucleus, as proposed by Berns and Se-
jnowski (1996). This model may be able to resolve some
inconsistencies between the slice study that did not find
evidence of lateral inhibition (Jaeger et al., 1994) and in
vitro studies that do find such evidence (see Wickens,
1997 for a discussion of the relevant data) — the slice
preparation does not retain this larger-scale indirect path-
way circuitry, which may be providing the inhibition.

At least some of the selection models also discuss the
disinhibitory role of the basal ganglia, and suggest that
the end result is the initiation of motor actions or work-
ing memory updating (e.g., Dominey, 1995; Beiser &
Houk, 1998). The selection idea has also been applied
in the cognitive domain by simulating performance on
the Wisconsin card sorting task (WCST) (Amos, 2000).
In this model, the striatal units act as match detectors
between the target cards and the current stimulus, and
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are modulated by frontal attentional signals. When an
appropriate match is detected, a corresponding thalamic
neuron is disinhibited, and this is taken as the network’s
response. Although this model does not capture the mod-
ulatory nature of the basal-ganglia’s impact on the frontal
cortex, and does not speak directly to the involvement
of the basal ganglia in working memory, it nevertheless
provides an interesting demonstration of normal and im-
paired cognitive performance on the WCST task using
the selection framework.

Our model is generally consistent with these selec-
tion models, in so far as we view the striatum as impor-
tant for detecting specific conditions for initiating actions
or updating working memory. As we emphasized earlier,
this detection process must take into account contextual
(e.g., prior actions, goals, task instructions) information
maintained in the frontal cortex to determine whether a
given stimulus is task-relevant, and if so, which region
of frontal cortex should be updated. Thus, the basal gan-
glia under our model can be said to be performing the
selection process of initiating an appropriate response to
a given stimulus (or not).

Perhaps the closest model to our own is that of
Beiser and Houk (1998), which is itself related to that
of Dominey (1995), and is based on the theoretical ideas
set forth by Houk and Wise (1995). This model has basal
ganglia disinhibition resulting in the activation of recur-
rent cortico-thalamic working memory loops to main-
tain items in a stimulus sequence. Their maintenance
mechanism involves a recurrent bistability in the cortico-
thalamic loops, where a phasic disinhibition of the tha-
lamus can switch the loop from the inactive to the ac-
tive state, depending on a calcium channel rebound cur-
rent. They also mention that the indirect path through the
subthalamic nucleus could potentially deactivate these
loops, but do not implement this in the model. They
apply this model to a simple sequence encoding task in-
volving 3 stimuli (A, B, C) presented in all possible or-
ders. They show that for some parameter values, the net-
work can spontaneously (without learning) encode these
sequences using unique activation patterns.

There are a number of important differences be-
tween our model and the Beiser and Houk (1998) model.
First, as we discussed earlier, their use of recurrent loops
for active maintenance incurs some difficulties that are
avoided by the intracellular maintenance mechanisms
employed in our model. For example, they explicitly
separate the frontal neurons that encode stimulus inputs
and those that maintain information, which means that
their network would suffer from the catch-22 problem
mentioned previously if they were to try to implement a
learning mechanism for gating information into working
memory. Furthermore, this separation constrains them to
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Figure 8: Settling time in the sequential network for the 2nd
and 3rd steps in the sequence. The 3rd step is faster due to the
better ability of the network to predict it.

postulate direct thalamic activation resulting from stri-
atal disinhibition (via the calcium rebound current), be-
cause the frontal neurons that project descending con-
nections to the thalamus are not otherwise activated by
stimuli. In contrast, our model has the thalamus being
activated by descending frontal projections, as is consis-
tent with available data showing that disinhibition alone
is insufficient to activate the thalamus (Chevalier & De-
niau, 1990).

Perhaps the most important difference is that that
their model does not actually implement a gating mech-
anism, because they do not deal with distractor stimuli,
and it seems clear that their model would necessarily ac-
tivate a working memory representation for each incom-
ing stimulus. The hallmark of a true gating mechanism
is that it selectively updates for only task-relevant stimuli
as defined by the current context. This is the reason our
model deals with a task domain that requires multiple,
hierarchical levels of maintenance and gating, whereas
their sequencing task only requires maintenance of the
immediately prior stimulus, so that their model can suc-
ceed by always updating. Furthermore, their model has
no provisions, or apparent need, for a learning mecha-
nism, whereas this is a central, if presently incompletely
implemented, aspect of our model.

To demonstrate that our model can also explain the
role of the basal ganglia in sequencing tasks, we applied
our architecture to a motor sequencing task that has been
shown in monkeys to depend on the basal ganglia (Mat-
sumoto, Hanakawa, Maki, Graybiel, & Kimura, 1999).
In this task, two different sequences are trained, either
1,2,3 or 1,3,2, where the numbers represent locations of
lights in a display. Monkeys are trained to press buttons
in the positions of these lights. The key property of these
sequences is that after the 2nd step in the sequence, the
3rd step is completely predictable. Thus, it should be re-
sponded to faster, which is the case in the intact monkeys,

but not in the monkeys with basal ganglia impairments.
We showed that the network can learn to predict the 3rd
step in the sequence by encoding in the striatum a con-
junction between the prior step and the onset of the third
stimulus, and therefore produce an output more rapidly.
The same target-representation kind of learning as used
in the 1-2-AX model was used to “train” this network.
As a result of this learning producing stronger represen-
tations, the network became better able to produce this
prediction on the third step. This enabled the network to
reproduce the basic finding from the monkey studies, a
faster reaction time to the 3rd step in the sequence (fig-
ure 8). We anticipate being able to provide a more com-
putationally satisfying sequencing model when we de-
velop the learning aspect of our model in a more realistic
fashion.

To summarize, we see the primary contributions of
the present work as linking the functional/computational
level analysis of working memory function in terms of a
selective gating mechanism with the underlying capaci-
ties of the basal ganglia/frontal cortex system. Although
there are existing models that share many properties with
our own, our emphasis on the gating function is novel.
We have also provided a set of specific ideas, motivated
again by functional/computational considerations, about
active maintenance in terms of persistent ionic channels
and how these could be modulated by the basal ganglia.

Relationship to the Dopamine-based Gating Models

As noted above, the present model was developed
in the context of existing dopamine-based gating mod-
els of frontal cortex (Braver & Cohen, 2000; O’Reilly
et al., 1999; Cohen et al., 1996; O’Reilly & Munakata,
2000). The primary difference between these models at
the functional level is that the basal ganglia allow for se-
lective updating, whereas dopamine is a relatively global
neuromodulator that would result in updating large re-
gions of frontal cortex at the same time. In tasks that do
not require this selective updating, however, we think the
two models would behave in a similar fashion overall.
We will test this idea explicitly after we have developed
the learning mechanism for the basal ganglia model, by
replicating earlier studies that used the dopamine-based
model.

Despite having a high level of overall functional sim-
ilarity, these two models clearly make very different pre-
dictions regarding the role of dopamine in working mem-
ory. Perhaps the most important difference is that the
dopamine-based gating mechanism is based on a coinci-
dence between the need to gate information into work-
ing memory and differences in level of expected re-
ward. Specifically, dopamine bursts are known to occur
for unexpected rewards, and, critically, for stimuli that
have been previously predictive of future rewards (e.g.,




Schultz et al., 1993; Montague et al., 1996). Because it
will by definition be rewarding to maintain stimuli that
need to be maintained for successful task performance, it
makes sense that dopamine bursts should occur for such
stimuli (and computational models demonstrate that this
is not a circular argument, even though it may sound
like one; Braver & Cohen, 2000; O’Reilly & Munakata,
2000). However, this coincidence between reward pre-
diction and the need to gate into working memory may
not always hold up. In particular, it seems likely that after
a task becomes well learned, rewards will no longer be
unexpected, especially for intermediate steps in a chain
of working memory updates (e.g., as required for men-
tal arithmetic). The basal ganglia gating mechanism can
avoid this problem because in this model, dopamine is
only thought to play a role in learning — after exper-
tise is achieved, striatal neurons can be triggered directly
from stimuli and context, without any facilitory boost
from dopamine required

It remains possible that both dopamine and the basal
ganglia work together to trigger gating. For example,
broad, dopamine-based gating may be important during
initial phases of learning a task, and then the basal gan-
glia play a dominant role for more well-learned tasks.
One piece of data consistent with such a scenario is the
finding that, in anesthetized animals, dopamine can shift
prefrontal neurons between two intrinsic bistable states
(Lewis & O’Donnell, 2000). However, this finding has
not been replicated in awake animals, so it is possible that
normal tonic dopamine levels are sufficient to allow other
activation signals (e.g., from layer 4 activation driven by
thalamic disinhibition) to switch bistable modes (as hy-
pothesized in the present model). In short, further empir-
ical work needs to be done to resolve these issues.

Unique Predictions and Behavioral Data

In addition to incorporating a wide range of known
properties of the frontal cortex and basal ganglia sys-
tem, our model makes a number of novel predictions at
a range of different levels. At a basic biological level,
the model incorporates a few features that remain some-
what speculative at this point, and therefore constitute
clear predictions of the model that could be tested using
a variety of electrophysiological methods:

o Frontal neurons have some kind of intrinsic main-
tenance capacity, for example excitatory ion chan-
nels that persist on the order of seconds. Note that
subsequent predictions suggest that these currents
will only be activated under very specific condi-
tions, making them potentially somewhat difficult
to find empirically.

o Disinhibition of thalamic neurons should be a domi-
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nant factor in enabling the activation of correspond-
ing layer 4 frontal neurons.

¢ Co-activation of layer 4 neurons and other synaptic
inputs into neurons in layers 2-3 or 5-6 should lead
to the activation of intrinsic maintenance currents.
Activation of layer 4 without other synaptic input
should reset the intrinsic currents.

o Frontal neurons within a stripe (e.g., within a short
distance of each other, as in the iso-coding columns
of Rao et al., 1999) should all exhibit the same time-
course of updating and maintenance. For example,
if one neuron shows evidence of being updated, oth-
ers nearby should as well. Note that this does not
mean that these neurons should necessarily encode
the same information.

At a gross behavioral level, the model predicts that
basal ganglia damage should impair most frontal func-
tions. There is considerable evidence consistent with this
prediction (see Brown & Marsden, 1990; Brown et al.,
1997; Middleton & Strick, 2000b for reviews). We can
more specifically predict that this impairment should be
most evident with more complex working memory tasks
that require selective gating of information in the face
of ongoing processing and/or other distracting informa-
tion. This suggestion is consistent with data reviewed in
Brown and Marsden (1990) suggesting that Parkinson’s
patients show deficits most reliably when they have to
maintain internal state information to perform tasks (i.e.,
working memory). For example, Parkinson’s patients
were selectively impaired on a Stroop task without ex-
ternal cues available, but not when these cues were avail-
able (Brown & Marsden, 1988). However, Parkinson’s
patients can also have reduced dopamine levels in the
frontal cortex, so it is difficult to draw too many strong
conclusions regarding selective basal ganglia effects.

More direct evidence for a specific basal ganglia in-
volvement comes from neuroimaging studies that have
found enhanced GPi activation in normals for a diffi-
cult planning task (Tower of London) and working mem-
ory tasks, but not in Parkinson’s patients (Owen, Doyon,
Dagher, Sadikot, & Evans, 1998). Furthermore, specific
lesions of the pallidum can cause frontal-like deficits
(Trepanier, Saint-Cyr, Lozano, & Lang, 1998; Dujardin,
Krystkowiak, Defebvre, Blond, & Destee, 2000). For
example, the patient studied by Dujardin et al. (2000)
exhibited selective deficits on a wide range of frontal
tasks (Tower of London, Stroop, verbal fluency, etc)
as a function of when electrical stimulation was ap-
plied to their GPi (i.e., not stimulating actually improved
performance). Another interesting case, with stroke-
induced selective striatal damage and selective planning
and working memory deficits, was reported by Robbins,
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Shallice, Burgess, James, Rogers, Warburton, and Wise
(1995). They specifically interpreted this case as reflect-
ing a deficit in the updating of strategies and working
memory, which is consistent with our model.

Another prediction from the model is that tasks that
require multiple levels of working memory (e.g., the
outer and inner loops of the 12-AX task) should activate
different stripes in frontal cortex compared to those that
only require one level of working memory. Although it is
entirely possible that these stripe-level differences would
not be resolvable using present neuroimaging techniques,
there is in fact some evidence consistent with this predic-
tion. For example, an fMRI study has shown that acti-
vation is present in the anterior PFC specifically when
“multi-tasking” is required (Koechlin, Basso, & Graf-
man, 1999). Other more direct studies testing this pre-
diction are also currently underway. One other possible
experimental paradigm for exploring the model’s predic-
tions would be through the P300 component in event re-
lated potential (ERP) studies, which has been suggested
to reflect context updating (Donchin & Coles, 1988),
which should be closely related to working memory up-
dating.

Although we can only make qualitative predictions
on tasks that we have not directly modeled, we plan to
use the learning-based version of our model (currently
under development) to simulate a wide range of frontal
tasks, and make detailed predictions regarding the effects
of damage at various points along the circuit. For ex-
ample, it may be possible to make detailed predictions
in the types of errors made on a given task for pallidal
(GPi) damage as compared to striatal damage, though
both types of damage do produce overall deficits. In
particular, if the GPi is taken out, then the frontal loops
will be constantly disinhibited (which is presumably why
pallidotomies are beneficial for enabling Parkinson’s pa-
tients to move more freely). This should cause different
kinds of behavioral errors compared to the effects of stri-
atal damage, which would prevent the loops from becom-
ing disinhibited. For example, constant disinhibition via
GPi damage should result in excessive working memory
updating according to our model, whereas striatal dam-
age should result in inability to selectively update at the
appropriate time.

Limitations of the Model and Future Directions

The primary limitation of our model as it stands
now is in the lack of an implemented learning mech-
anism for shaping the basal ganglia gating mechanism
so that it fires appropriately for task-relevant stimuli. In
previous work, we and our colleagues have developed
such learning models based on the reinforcement learn-
ing paradigm (Braver & Cohen, 2000; O’Reilly et al.,

submitted; O’Reilly et al., 1999; Cohen et al., 1996).
There is abundant motivation for thinking that the basal
ganglia are intimately involved in this kind of learning,
via their influence over the dopaminergic neurons of the
substantia nigra pars compacta and the ventral tegmen-
tal area (VTA) (e.g., Barto, 1995; Schultz et al., 1995b;
Houk et al., 1995; Schultz et al., 1997).

The difficulty of extending this previous learning
work to the present model comes from two factors. First,
whereas in previous models we used a fairly abstract im-
plementation of dopaminergic system, we are attempting
to make the new model faithful to the underlying biol-
ogy of the basal ganglia system, about which much is
known. Second, the selective nature of basal ganglia
gating requires a mechanism capable of learning to allo-
cate representations across the different separately con-
trollable working memory stripes. In contrast, the earlier
dopamine-based gating model only had to contend with
one global gating signal. We are making progress ad-
dressing these issues in ongoing modeling work.

Conclusion

This research has demonstrated that computational
models are useful for helping to understand how com-
plex features of the underlying biology can give rise to
aspects of cognitive function. Such models are particu-
larly important when trying to understand how a num-
ber of different specialized brain areas (e.g., the frontal
cortex and basal ganglia) interact to perform one overall
function (e.g., working memory). We have found in the
present work a useful synergy between the functional de-
mands of a selective gating mechanism in working mem-
ory, and the detailed biological properties of the basal
ganglia. This convergence across multiple levels of anal-
ysis is important for building confidence in the resulting
theory.

Appendix: Implementational Details

The model is implemented using a subset of
the Leabra framework (O’Reilly & Munakata, 2000;
O’Reilly, 1998). The two relevant properties of this
framework for the present model are a) the use of a point
neuron activation function; and b) the k-Winners-Take-
All (kWTA) inhibition function that models the effects of
inhibitory neurons. These two properties are described in
detail below. In addition, the gating equations for mod-
ulating the intracellular maintenance ion currents in the
PFC are described.




Point Neuron Activation Function

Leabra uses a point neuron activation function that
models the electrophysiological properties of real neu-
rons, while simplifying their geometry to a single point.
This function is nearly as simple computationally as
the standard sigmoidal activation function, but the more
biologically-based implementation makes it consider-
ably easier to model inhibitory competition, as described
below. Further, using this function enables cognitive
models to be more easily related to more physiologically
detailed simulations, thereby facilitating bridge-building
between biology and cognition.

The membrane potential V;, is updated as a function

of ionic conductances g with reversal (driving) potentials
FE as follows:

S L glFEE V) (D

with 4 channels (c) corresponding to: e excitatory input;
1 leak current; 7 inhibitory input; and h for a hysteresis
channel that reflects the action of a switchable persistent
excitatory input — this A channel is used for the intra-
cellular maintenance mechanism described below. Fol-
lowing electrophysiological convention, the overall con-
ductance is decomposed into a time-varying component
ge(t) computed as a function of the dynamic state of the
network, and a constant g; that controls the relative in-
fluence of the different conductances.

The excitatory net input/conductance g (t) or n; is
computed as the proportion of open excitatory channels
as a function of sending activations times the weight val-
ues:

1
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The inhibitory conductance is computed via the kWTA
function described in the next section, and leak is a con-
stant,

Activation communicated to other cells (y;) is a
thresholded (©) sigmoidal function of the membrane po-
tential with gain parameter y:

yj(t) = ( L 3

1+ L )
’yVmit -0+

where [z]. is a threshold function that returns 0 if z < 0
and z if X > 0. Note that if it returns 0, we assume
y;(t) = 0, to avoid dividing by 0. As it is, this function
has a very sharp threshold, which interferes with graded
learning learning mechanisms (e.g., gradient descent).
To produce a less discontinuous deterministic function
with a softer threshold, the function is convolved with a
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Gaussian noise kernel, which reflects the intrinsic pro-
cessing noise of biological neurons:

o0
y;(z) = / ! 6_22/(2"2)% (z—z)dz @
—oo V270
where x represents the [V, (t) — ©]4. value, and y} (z) is
the noise-convolved activation for that value. In the sim-
ulation, this function is implemented using a numerical
lookup table, as an analytical solution is not possible.

k-Winners-Take-All Inhibition

Leabra uses a KWTA function to achieve sparse dis-
tributed representations, with two different versions hav-
ing different levels of flexibility around the k out of n
active units constraint. Both versions compute a uniform
level of inhibitory current for all units in the layer as fol-
lows:

9i = g + a9 — gik) ®)

where 0 < ¢ < 1 is a parameter for setting the inhibition
between the upper bound of g,(? and the lower bound of
g,?ﬂ. These boundary inhibition values are computed as
a function of the level of inhibition necessary to keep a
unit right at threshold:

gQ — g:g‘e(Ee - 9) +glg_l(El - @)
v O -—-E;
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where g} is the excitatory net input without the bias
weight contribution — this allows the bias weights to
override the kWTA constraint.

In the basic version of the KkWTA function, which is
relatively rigid about the kWTA constraint, gk6 and 91?+1
are set to the threshold inhibition value for the kth and
k + 1th most excited units, respectively. Thus, the in-
hibition is placed exactly to allow k units to be above
threshold, and the remainder below threshold. For this
version, the ¢ parameter is almost always .25, allowing
the kth unit to be sufficiently above the inhibitory thresh-
old.

In the average-based KWTA version, g;? is the aver-
age g value for the top k most excited units, and gg,
is the average of g for the remaining n — k units. This
version allows for more flexibility in the actual number
of units active depending on the nature of the activation
distribution in the layer and the value of the ¢ parameter
(which is typically between .5 and .7 depending on the
level of sparseness in the layer, with a standard default
value of .6).

Activation dynamics similar to those produced by the
kKWTA function have been shown to result from simu-
lated inhibitory interneurons that project both feedfor-
ward and feedback inhibition (O’Reilly & Munakata,
2000). Thus, although the kWTA function is somewhat
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biologically implausible in its implementation (e.g., re-
quiring global information about activation states and
using sorting mechanisms), it provides a computation-
ally effective approximation to biologically plausible in-
hibitory dynamics.

Intracellular lon Currents for PFC Mainte-
nance

The gating function for switching on maintenance
was implemented as follows: if any unit in the PFC Gat-
ing layer has activation that exceeds the maintenance
threshold, the corresponding unit in the PFC Mainte-
nance layer has its intracellular excitatory current (gp) set
to the value of the sending unit’s (in PFC_Gate) activa-
tion, times the amount of excitatory input being received
from the sensory input layer:

[ oz ifz; > O
gh = { 0 otherwise )

where z; is the sending activation, n; is the net in-
put from the sensory input, and ©,, is the maintenance
threshold. If the gy conductance is non-zero, it con-
tributes a positive excitatory influence on the unit’s mem-
brane potential.
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