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On the development and evaluation of a shell for
generating science performance assessments

Guillermo Solano-Floves, WestFEd, ¥asna Fovarovic, University of Illinols,
Urbana-Champaign, Richard ¥. Shavelson, Stanford University, and
Marilyn Bachman, Montecito Union School, US

We constructed a shell (blueprint) for generating science performance assessmments, and evaluated the
characteristics of the assessments produced with it. "The shell addressed four tasks: Planning, Hands-
On, Analysis, and Application. Two parallel assessments were developed, Inclines (INY and Friction
(FR). Two groups of fifth graders who differed in both science curriculum experience and socioeco-
nomic status tock the assessments consecutively in either of two sequences, IN -+ FR or FR — IN, We
cbtained high interrater reliabilities for both assessments, statistically significant score differences due
o assessment administration sequence, and a considerable task-sampling measurement error. For both
assessments, the magnitude of score variation due to the hands-on task indicated that it tapped a kind of
knowledge not addressed by the other three tasks. Although IN and FR were similar in difficulty, they
correlared differently with an external measure of scitence achievement. Moreover, measurement crror
differed depending on assessment administration sequence. The results indicate that shells can produce
reliable assessments, but do not solve the task-sampling variability problem or insure assessment
exchangeability. We conclude that future shell research should focus en: (a} increasing shell precision,
{b) improving shell usability, and (¢} determining what specifications must be provided by the shell to
ensure that the assessments generated by different developers ave comparable.

Introduction

As policy makers and practitioners push for alternative assessments that promote
and evaluate higher-order thinking, the nced for effective approaches to assess-
ment development becomes increasingly evident. For example, large-scale assess-
ment programs need effective ways to insure the comparability of performance
measures, but their standardization is weaker than with traditional measures of
academic achievernent (Haertel and Linn 1996). School districts (in the US) also
need a means of generating assessments that is similar to those used by their states,
but developing high-quality performance assessments (PAs) is a lengthy and costly
process {Aschbacher 1991, Nuttall 1992, O’Neil 1992, Shavelson ef al. 1992,
General Accounting Office 1993, Solano-Flores and Shavelson 1997, Stecher
and Klein 1997).

Although the need for new test construction techniques (Shavelson ef al. 1990)
and tests that assess procedural skills (Frederiksen 1990) is well recognized, test
designers have not been able to construct PAs in a reasonable time period at a
reasonable cost. Moreover, published descriptions of assessment development
methods are general and do not adequately guide developers (e.g., Baron 1991,
Shavelson et al. 1991, Wiggins 1992, Stiggins 1994, Brown and Shavelson 1996).
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To address the need for effective assessment development, we have extended
the notion of ‘item shell’, originally created for systematically writing paper-and-
pencil items, to PAs. Shells for test iterns are ‘hollow’ frameworks whose syntactic
structures generate sets of similar items (Haladyna and Shindoll 1989) or templates
that specify the characteristics of “amilies’ or types of probiems (Hively et al.
1968). In the context of performance assessment, shells can be thought of as blue-
prints that provide directions for assessment developers to generate reliable, valid
PAs in a short time {Solano-Flores and Shavelson 1997, Shavelson et al. 1998). In
addition, assuming the same content knowledge, two or more assessments gener-
ated with the same shell should be comparable - they should be similar in both
appearance and psychometric properties.

However, developing and using PA shells is not as simple as developing and
using paper-and-pencil item shells. First, PAs address more comptlex skills than
those usually addressed by paper-and-pencil items — the scores obtained by
students are intended to reflect the quality of their approaches to solving problems
and the quality of their reasoning and conceptual understanding (Baxter et al.
1994). Second, the administration and scoring of PAs is complex ~ it involves
pieces of equipment and directions provided to students (see Alberts et al. 1986,
Alberts et al. 1986).

In this paper we describe how we constructed a shell for developing science
performance assessments (SPAs) and present findings on the psychormetric quaki-
ties of the agsessments generated with it. In addition to reliability and validity, we
examine the comparability of the assessments generated with the shell.

Method

Knowledge domain specification

We used a construct-driven approach for test construction (see Messick 1994),
First, we specificd a knowledge domain that would allow us to sample a set of
tasks. To do so, we created a Guttman-like mapping sentence that formalized facets
(variables) that are relevant to science assessment, such as type of science task,
curriculum, level of inquiry, assessment structure, task sampling, assessment
administration, and assessment method.'

Any facet may be potentially relevant, depending on assessment purposes. In
our case, we were interested in inguiry level, which involves ‘higher-order’ thinking
skills (cf. Quellmaiz 1985, Raizen and Kaser 1989, Wiggins 1989a,b, Shavelson et
al. 1990, Shavelson et al. 1991), and task, which involves the process skills that are
common to scientific investigations (Tamir and Glassman 1970, 1971, Tamir
1974). We held constant the other facets in the shell by selecting only one category
from each.

As a second step in knowledge domain specification, we limited the scope of
the shell to comparative-investigation assessments (Shavelson 1995} in which
students conduct an experiment to determine a relationship between objects or
variables. Paper Towels (Baxter et al. 1992) illustrates this type of assessment. [1
examines the relationship berween different brands of paper towels and how much
water each towel holds. More specifically, students conduct an investigation to
discover which of three kinds of paper towels holds the most water and which
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SHELL, DEVELOPMENT FOR PERFORMANCE ASSESSMENTS 295

holds the least. Performance is scored on the scientific soundness of the procedure
used to manipulate, control, and measure variables.

Shell facets used in the study
A. Task. A task

simultaneously requires the use of knowledge, skilis and values chat are recognized as
important in a domain of study and is qualitatively consistent with tasks that members
of discipline-based communities might conceivably engage in. (Gitomer 1993: 244).

Ta recreate activities performed by scientists when they investigate functional
relationships, we constructed a shetl that would gencrate science assessments com-
posed of four tasks. Those tasks would be administered in two sections in the
following order;

Section 1:

® Planning and Design (Planning, for short): students are provided with equip-
ment that could be used to investigate a functional relationship and asked to
describe how they would do an experiment with the equipment to solve a
problem or test a hypothesis,

® Hands-On Investigation (Hands-On, for short): students are asked to use the
equipment provided and conduct an experiment to solve a problem or test a
hypothesis,

Section 2 (given to students upon completion of Section 1)

8 Analysis and Interpretation (Analysis, for short): students are given accurate
data on the functional relationship and asked to organize the data in a table,
graph, or diagram and to draw a conclusion about the relationship investi-
gated,

o Application: students are provided with a concrete, meaningful problem
context and asked to propose a solution by using part or all of the knowledge
generated 1n the previous tasks,

Administering the assessment in two sections ensures the independence of
Hands-On and Analysis {students cannot carry forward errors from Hands-On
to Analysis; nor they can go back to change their responses to Hands-On prompts
after they have seen the accurate data provided in Analysis}). It also ensures stan-
dardization ~ the data used in Analysis are the same for all students, Whercas
Planning, Analysis, and Application can be considered conceptual tasks that can
be completed with written responses, Hands-On involves conducting an investiga-
tion and manipulating equipment. Depending on the inquiry level used (see helow)
Hands-On may involve the use of procedures according te a set of highiy-struc-
tured, pre-established directions or may elicit the construction of complex prab-
lem solving strategies.

B. Inquiry Level. We defined inquiry level by the characteristics of equipment
provided, the number of variables to be considered, the amount of conceptual
information provided, and the directions given to the student on how to use the
equipment, We devised four inquiry levels for each task — no inquiry, low, med-
tum, and high (see example in table 1). The assessments used in this study were
developed at the medium inquiry level
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Shell representation

The shell consisted of a table with four columns, each prescribing a sequence of
actions assessment developers should take to create the tasks and response formats
to assess the four skill areas at onc of four levels of inquiry. The shell for the

-Hands-On task is shown in table 1.

Our research team used the sheil to generate two standardized PAs in physics
for use across the State of California. The Science Framework for California
Public Schools (California Department of Education 1990) identifics six ‘major
themes of science’ — Energy, Evolution, Patterns of Change, Scale and Structure,
Stability, and Systems and Interactions — as the principal focus of a science cur-
riculum. These major themes are unitying constructs that ‘link the theoretical
structures of the various scientific disciplines’ and show the interrelationships of
different facts and ideas in science. From the theme titled, Patterns of Change and
Systems and Interactions, we randomly selected the concept, ‘Force and Motion’
for fifth-grade physical science, which addresses the notion of force and its relation
to motion from the standpoint of classical mechanics. The topics, Inclines and
Friction, were sampled as represcntative of ‘Force and Motion’. We used the shell
to generate two assessments, Inclines (IN} and Friction (FR), at a medium level of
nquiry.

Despite the differences in the equipment used (figure 1), the Planning,
Hands-On, and Analysis tasks had remarkably parallel structurcs. IN addressed
the relation between the inclination of a plane and the force needed to move an
object to the top of that plane; FR addressed the relation between surface
texture and the force needed to move an object across that surface (table 2).
This parallelism, however, did not hold for Application. For FR, this task
consisted of proposing a solution to a problemn, whereas for IN it consisted
of choosing between two conflicting situations. An examination of the shell
revealed that this lack of similarity occurred because the dircctions provided
to assessment developers allowed them to choose among a variety of
application problem types, with no guidelincs on when to use one or another
type of problem.’

The IN and FR response formats, called ‘notebooks’, posed problems and
provided instructions similarly. For Planning, they provided information and
directions on how to set up the equipment, Each task had one or several items
related to the task carried out by the students that consisted of: {a) open-ended
questions that asked the students to describe a procedure (Planning), explain
their reasoning regarding the relationship investigated (Planning), or propose
a solution to a practical problem (Application); {(b) tables in which the
students had to enter the data they obtained (Hands-On); or {(c¢) graphs the
students had to complete using a data sct provided (Analysis: see figure 2). The
notebooks were piloted with students who had completed a ‘Force and Motion’
unit the previous year. This allowed us to address reading comprehension prob-
lems,

Although the shell focused on tasks and response formats, the parallelism was
also reflected in the IN and FR scoring forms (figure 3). Indeed, once the scoring
system for one assessment was developed, the scoring system for the other was
readily constructed,
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Figure 1. (a) Equipment used in {nefines. Students manipulated the weight of —
the truck by putting marbies in it, and the plane inclination by placing the _—
board at different levels of the ladder. Force was measured by counting the
number of washers placed in the bucket to move the truck up the ramp. (b) _
Equipment used in Friction. Students manipulated surface texture (plain {(b)
wood, felt, sand paper), by varying the boards and selected between two
blocks of different weight. Force was measured by counting the number of Think
washers on the big hook needed to move the block across a line on the sur- : necded
face.
Design and Participants
Students from two public schools in California participated in this study. The
Science Experienced (SE) students were randormly selected from three classes in & -
middle to high-income school that emphasized science and used mainly a textbook —_
approach. They had completed a three-week unit, ‘Force and Motion’, before IN
and FR were administered. The Occasional Enrichment (OE) students were ran-
domiy selected from two classes in 4 low-income school that had studied force and F
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Table 2. Planning task for the assessments developed with the shell.

Tnclines Friction

Frank thinks that it will take more force Sue thinks that the amount of force necded to
to pull the truck up the incline plane pull the block depends on the surface
when the incline planc is at a high slope texture of the board. The rougher the
than when it is at a low slope. surface, the more force she will need to pull

the block.

BUT BUT

Al doesn’t think that changing the slope Maria doesn’t think that changing the surface
of the incline plane matters. He thinks texture matters. She thinks that the amount
that it will take the same amount of force  of force needed to pull the block will be the
to pull the truck up the incline plane at same for each board.
any slope.

Can you think of an experiment you ¢could Can you think of an experiment you could do
do 1o test who is right? You can use the to test who is right? You can use the
equipment in front of you to figure out equipment in front of you to figure ous how
how you could design an experiment. you could design an experiment.

BELOW, write down the steps you would BELOW, write down the steps you would
foliow 10 do your experiment. follow to do vour experiment.

(a)

Look at the results Frank and Al got. How did the amount of force needed
to pull the truck change when the slope changed?

(b}

Think about the results Sue and Maria got. How did the amount of force
needed to pull the block change when the surface texture changed?

Figure 2. Portions of the faclires (a) and Friction (b) notebooks.
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Includes 2 levels of the Jadder

Includes more than 2 levels of the ladder

Provides a number of washers for every level of e ladder included

The number of washers increases as the level Increases

Repeats experiment or makes more than one observation per experimental condition

(b}

Includes all the boards

Provides a number of washers on the hook for every hoard

The number of washers increases as surface roughnass increases

Makes more than ene observation for each board with the same block

Figure 3. Scoring form examples of the Inelines (a) and Friction {b) assessments.

motion in a curricutum that treated science only occasionally. All students ook the
assessments on two consecutive days; a randomly determined group completed TN
on the first day and FR on the second day; the other group completed the assess-
ments in the opposite order.

For ease of interpretation, we cvened the sizes of the cells resulting from the
combination of two grouping factors, school (SE vs OE) and assessment sequence
(IN — FR vs FR — INj} by randomly discarding cases from the original sample of
109 students until we attained a balanced 2 x 2 design with 64 students — 16 in each
of the four cells, Although this approach eliminated altmost 40% of the students
from the original samptle, all the analyses reported here were performed with the
original sample of 109 students and produced consistent results.?

Administration

To prevent students from carrying forward errors or going back to Previous pages
to change their answers after seeing accurate data, both IN and FR were admin-
istered in two sections: in Section 1, students completed a notcbook for Planning
and Hands-On; in Section 2, the students completed a notebook for Analysis
(where new, accurate data for the investigation were provided) and Application,
Students were not given Section 2 until they returned the notebooks for Section 1.

All students completed their investigations and notebools individually and
their scores were computed individually. Due to each school's schedule and
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space and material constraints, students were tested simultanecusly in the same
classronom. Although they could see what others did, the tasks were engaging
enough to keep them focused on their own investigation.

Prior to the PAs, the students tock a 15-item multiple-choice (MC) test on
topics related to rhe concept, ‘Force and Motion’, The topics included: energy,
force, speed, acceleration, and gravity. The items were scored dichotomously and
the test score for each student was computed as the nurnber of items correct. The
SE group took the MC test first, and the OE group a few days later (the groups
attended different schools; the students could not communicate about the test
content). Because the internal consistency of the test taken by the SE group was
low {< 0.60), we changed and rewrote some iterns. Thus, the OE group took a
revised versian of the test that produced a reasonable internal consistency ((0.79).
Because of the low internal consistency obtained for the SE group, and due to the
fact that the groups took versions of the MC test that differed considerably, our
analysis of MC scores will be limited to the OE group {mean = 6.5, s.d. = 9.22).
We will not compare the groups as to their performance on the MC test ~ which
was not the intent of the investigation anyway.

Scoring

Scoring was based on students’ notebooks, which have proven to be good surro-
gates for real-time observation (Baxter 1991, Baxter e al. 1992), To develop the
scoring systemn, we began by generating a comprehensive set of answers to each
‘item’ in the notebook. Used as a model of ideal performance, this answer set was
divided into a set of essential characteristics. For example, the essential character-
istics in the response to an IN Planning item (‘Describe the steps you would follow
to investigate the relationship between an incline plane’s slope and the force
needed to pull a truck up the plane’) were: placing the truck on the ramp (criterion:
using the equipment properly), counting the number of washers in the bucket
needed to move the truck (criterion: measuring force), and doing the same opera-
tions for at least two levels of the ladder (criterion: manipulating the minimum
vatues of the independent variable necessary to investigate a relationship).

The characteristics of the students’ performances, as represented in their note-
books, were scored 1 for ‘present’, 0 for ‘absent’ {figure 3); all characteristics were
weighted equally. Each task score was computed as the proportien of character-
istics rated 1. We also computed a total score by averaging across task scores. The
psychometric quality of scores obtained with this simple analytical, compensatory
scoring system is comparable to that of scores obtained with other, more sophis-
ticated scoring systems {Solano-Flores 1994, Solano-Flores and Shavelson 1994).

T'wo raters were trained to use the scoring forms with 20 responses selected
randomly from the original sample of 109 students. The raters scored the note-
books independentiy, then discussed the differences they found, and agreed upon
the ways in which the scering forms should be interpreted. This process was
repeated with the sarne students until an interrater reliability (score correlation)
of 0.90, based on independent ratings, was reached. Then, all the student note-
books were scored independently by the two raters before the cells of the design
were evened.
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Results and discussion

We addressed three questions: (1) How reliable were the assessment generated
with the shell? (2) How valid were the interpretations of scores obtained with
them? (3) How comparable were they as to reliability and validity? As a part of
our analyses, we examined the effects of science curricuium experience and assess-

ment administration sequence on the PA scores. We used o« = 0.05 in all statistical
tests,

Reliability

T'o estimate the reliability of the scores obtained with IN eand FR we used general-
wability (G) theory {Cronbach et al. 1972, Shaveison and Webb 1991). For each
task, we examined the generalizability of scores with a student (p) x rater(s)
design, which enabled us to estimate the relative magnitudes of two sources of
measurements ervor — raters and the residual, and to determine the relative, p2
(norm-referenced), and absolute, ¢ (demain-referenced), generalizability coeffi-
cients for IN and FR.

On average, student and rater and the residual accounted, respectively, for
88%, less than 1%, and 12% of the total score variation for IN task scores, and
for 80%, less than 1%, and 19% of the total score variation for FR task scores, Also
on average, the ,02 and ¢ coefficients were 0.93 and 0.92 for TN, respectively, and
both were 0.94 for FR. This pattern of variation was similar for total scores; 93, 0,
and 7% of the variation of the total TN scores, and 89, 0, and 11% of the variation of
total FR scores. As with other SPAs (see Shavelson and Baxter 1992}, interrater

reliability was not a problem with the shell-generated assessments. Both IN and
FR produced simitar, dependable scores.

Falidity

To examine validity, we asked two questions: {1) Do the tasks within each assess-
ment specify somewhat different aspects of a subject-matter domain? (2) Do the

scores exhibit convergent and discriminant validity in a task-by-assessment
design?

Knaowledge domain

We examined whether the four tasks addressed different kinds of knowledge by
examining the score variability due to the task facet using G thesry, Rater and
assessment were considered random facets, whereas task was considered fixed.
While different raters and assessments could have been ‘sampled’, the four tasks
exhausted the types of knowledge addressed by the sheil. Following the approach
suggested by Shavelson and Webb (1991), we first performed an ANOVA in a
student (p) x rater (v} x assessment (@) X task (¢) design, treating all sources of
variation as randoni. Then, since the main effect for task was mederate (13%),
we examined the scores for each task scparately to see whether the patterns of
score variability due to rater and assessment differed across tasks. Although these
patterns were consistent across tasks, considerable score variability due to the
interaction of student and uassessment was observed for Hands-On  and
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Table 3. Estimate variance components (EVC) and percentage of score
variation (%SV) in the random student x rater x assessment model for

task and total scores.

Task

Planning Hands-On Analysis Application Total

Source of
variation EVC %SV EVC %SV EVC %SV EVC %SV EVC %SV

student (p)  0.02512 42 O« 0 0.08097 59 0.01749 22 0.02306 64
rater (r) 0.00040 1 O« 0 000075 1 Ox 0 O+ 0
assessment (a) Ox G 000010 O 0O« 0 000029 O 000009 O
pr 0.00205 3 0.00051 1 000663 5 000372 5 000063 2
pa 0.02459 41 0.03053 88 003776 27 0.04565 57 0.00941 26
ra 0.00026 0 000018 O O« 0 0.00033 0 0.00009 O
pra,e 0.00805 13 0.00337 9 001165 8 001268 16 000255 7

e 0.62 0 0.76 0.38 (.80

b 0.61 0 0.76 0.38 0.80
1 rater,
1 assessment

o 0.37 0 0.59 0.21 0.64

¢ 0.36 0 0.58 0.24 0.64

Note: Some percentages do not sum exactly to 100 due to rounding.
+ Small negative value treated as zero.

Application, whereas the same interaction was moderate for Planning and Analysis
{table 3). The null main-effect for the facet, student, on Hands-On is due to the
small score variance. The considerable student X assessment interaction obtained
for Hands-On confirms previous findings that student performance on hands-on
assessments varies considerably from one task to another (Shavelson et al. 1993).
When two raters and two tasks are used, only total scores are reasonably reliable
{,cv2 = ¢ = 0.80). In a decision (D) study, we found that, if only one rater and one
assessment are used, the reliabilities for rasks and the total score are low, ranging
from O for Hands-On to 0.64 for total scores. Thus, dependabie performance
scores are obtained only if the four tasks are considered together, using several

raters and assessments.

Convergent and discriminant validity

An examination of the correlations between task scores revealed that Hands-On
correlated consistently low with the conceptual tasks. The correlations between
Planning, Analysis and Application ranged from 0.29 to 0.65, whereas the correia-
tions between conceptual tasks and Hands-On or between Hands-On across assess-
ments ranged from —0.06 to 0.17 (table 4). Based on these findings, we combined
the Planning, Analysis, and Application scores into a ‘Conceptual’ category and
constructed a multi-assessment (IN, FR}-multi-score (Conceptual, Hands-On)
correlation matrix to examine the validity of interpretations of Conceptual and
Hands-On task scores as representing distinguishable aspects of the knowledge
domain {(table 5). Regarding convergent validity, the correlation between scores
of the conceptual task using different assessments was moderately  high
{(r = 0.71), but not so for the Hands-On task scores (r = —0.01). Regarding discri-
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Table 5. Multiassessment (inclines, friction)-multitask {conceptual,
hands-on) matrix. Generalizability (interrater reliability) p'2 coeffi-
cients in parentheses.

Iuclines Friction
Coneeptual Hands-on Conceptual Hands-on
Inclines
Conceptual {0.96)
Hands-On (.06 {0.95)
Friction
Conceptual 3.71* 0.05 {0.94)
Hands-On 0.13 —-{.01 015 {0.92)

+ Significant ar o = 0.03; two-tmled, df == 62.

Table 6. Correlations with multiple-cheoice test scores: science occa-
sional enrichment group.

Assessment and task Multiple choice

Inclines

Planning 0.53%
Hands-On .44
Analysis 0.30
Application (.38
Total 0.63%
Conceptual (planning, analysis and application combined) 0.31=
Friction

Planning 0.40=
Hands-On 0.15
Analysis 0.19
Application 0.31
‘Total 0.39%
Conceptual (planning, analysis and application combined} (0.38+

Note: Six of the 32 students of the occasional envichment group did not take the multiple choice test.
» Significant at a = 0.05, two-tailed, ff = 24,

minant validity, the correlations between measures of different tasks using the same
assessments were low {r = 0.06 for IN, r=0.15 for FR); and the correlations
between measures of different tasks using different assessments were similarly
low (¥ = 0.05 and v = 0.13). Thus, the conceptual tasks on the assessments stand
up to the test of convergent and discriminant validity; not so for the hands-on task.

Comparability

A. Correlation with an external measure of academic achievement. We compared the
correlations of IN and FR scores with M scores, an external measure of academic
achievement, Since a reasonable internal consistency (0.79) was attained only for
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the revised version of the MC test (see Administration, above), our discussion of
the correlations will be limited to the OE group.

Correlations of both task and total scores with MC scores were consistently
higher for IN than FR; the largest difference observed was for the hands-on task
(table 6). Even though IN and FR were sampled from the same core concept and
generated with the same shell, their scores correlated differently with an external
measure of academic achievement.

B. Sensitivity to group differences. We used sensitivity to group differences
{Crocker and Algina 1986} as another criterion to compare the psychometric qua-
lities of the PAs developed with the shell. We compared the sensitivity of IN and
FR to differences between the SE and OE groups. Since curricular experience and
socioeconomic status were confounded, a straightforward curricuiar experience
interpretation of the mean differences is impossible, Moreover, even if covariates
were available, adjustment might still be questionable {see Shavelson et al. 1991).
Therefore, these results should not be taken as an indicator of the sensitivity to
curricular differences.

Both tusk and total scores were higher for the SE group. A series of t tests
revealed that, except for Mands-On, all the score differences were statistically
significant {(table 7). Moreover, a science curriculum experience (s} X assessment
(@) x task () split-plot ANOVA, with s as the grouping factor, revealed statisti-
cally significant differences due to the main effects of science curriculum experi-
ence and task. No statistically significant differences due 1o the main effects of
assessment were observed. The interaction of science curriculum experience and
task also produced significant differences. A series of pairwise post-hoc tests of the
interaction using Tukey’s method (Shavelson 1996) revealed that the SE and OE
groups differed significantly on all conceptual tasks, but not on the Hands-On
task. The differences in favour of the SE group on the conceptual task seem to
refiect a difference between groups in opportunity to learning science, whereas the
absence of differences on Hands-On may be attributable to the fact that neither
group had the opportunity to learn in a Hands-On curriculum.

C. Effect of assessment sequence on student scores. We compared the score differ-
ences produced by two assessment sequences — IN — FR versus FR — IN - to see
whether the experience gained from taking the first assessment influenced per-
formance on the second assessment, and whether the effect was the same for both
sequences. [N scores for the IN — FR group and FR scores for the FR — IN
group were dubbed ‘first-take’ scores; IN scores for the FR — 1IN group and FR
scores for the IN — FR group were dubbed ‘second-take’ scores (lable 8).

With the exception of Application — which is not comparable across assess-
ments due to the looseness of the directions provided by the shell {(see Note 3) —in
both assessment sequences the experience gained from taking one assessment
influenced favourably students’ performance on the second assessment. A three-
way split-plot, fixed-effects ANOVA was used to test for the effects of one
between-subjects factor, assessment sequence, and two repeared-measures factors,
take (first- versus second-take scores) and task. Statistically significant differences
were found for the main effects of take and rask but not assessment sequence.
(Although the interaction of take and task produced statistically significant ditfer-
ences, pairwise comparisons revealed that significant differences between task
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scores across takes occurred only between Application and each of the other three
tasks.)

We carried out a series of Tukey’s post-hoc tests for split-plot designs (see
Shavelson 1996) to compare task scores within the same sequence (e.g. Planning-
IN and Planning-FR for the IN — FR group} and found that the score gains were
statistically significant only for Hands-On. We also carried out a series of post-hoc
tests to compare task scores between the IN — FR and FR — IN groups (e.g.,
Planning-IN, IN — FR group versus Planning-IN, FR — IN group). Again, sec-
ond-rake scores were significantly higher only for Hands-On. Apparently, the
hands-on task distinguishes itself from the other, conceptual tasks, in the amount
of knowledge students construct in taking the task the first time and use when they
take an equivalent task.

D. Effect of assessment sequence on scove va riability due to diffevence sources of meas-
urement error. We compared the assessment sequences as to the patterns of score
variability due to student (p), rate (r), and assessment (a) for each task. These
patterns were similar across assessment sequences, except for Hands-On, in which

Table 9. Estimate variance components (EVC) and percentage of score
variation (%SV) in the mixed model (t fixed) for different three-task
combined scores by assessment administration sequence.

Combination of tasks

Hands-On Planning, Planning, Planning,
analysis, analysis, Hands-Own Hands-On
application application application analysis
Sequence and source
of variation EVC %SV EVC %SV EVC %SV EVC %SV

IN — FR
student {p) 0.02735 65 004109 71 00158 59 0.02523 66
ratet (¥) 0.000 14 0 O 0 0= 0 0.00004 0
assessment {a) 0= 0 U= 0 0= 0 0.00129 3
br 0.001 49 4 0.00168 3 0.0011s5 4 000113 3
pa 001041 25 0.01236 21 000778 29 000816 21
¥a 0.00008 0 000023 0 0.00028 1 0.00023 1
pra, e 0.002 41 6 000225 4 0.00165 6 000198 5

o 0.80 0.84 0.76 0.83

b 0.80 0.84 0.76 0.81
FR — IN
student (p) 0.02117 47 003599 63 0601106 43 002046 50
rater (#} 0.000 01 0o 0 o (= 0 0.00016 0
assessment (@} (.002 86 6 (0.00065 i 0.00254 10 000371 9
pr 0.000 79 2 000076 1 0= ¢ 000015 0
pu 0.01538 34 0.01397 25 000713 28 Q01285 32
ra 0% 0 0= 0 0.00027 1 0= 0
pra,e 0.00459 10 0.00541 10 000467 18 0.00322 8

o 0.69 0.80 0.70 0.73

i 0.66 0.79 0.64 0.68

Note: some percentages do not sum exactly to 100 due to ronnding,.
+ Small negative value treated as zero.
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the amounts of score variation due to assessment were different, 29% for the
FR — IN group and enly 7% for the IN — FR group.

To evaluate the extent to which each task contributed to score variability in
each sequence, we ran a series of student (p) x rater (¥) X assessment (a) G studies
in which one task was excluded at a time. Two facts stand out. First, the highest
generalizability coefficients were obtained when Hands-On scores were excluded
from the analyses. Second, although the patterns of score variability produced by
both assessment sequences were similar, the generalizability coeflicients were con-
sistently higher for the IN — FR sequence (table 9).

Conclusions

As with assessments developed with other procedures, we found high interrater
reliabilities with shell-generated assessments. We also found that the interaction of
student and assessment was the largest source of measurement ¢rror. Moreover,
the conceptual tasks of the assessments distinguished between students with dif-
ferent characteristics (socioeconomic status and science curriculum experience
confounded).

We have learned three important lessons. First, to be capable of generating
comparable assessments, the directions provided by shells need to be quite speci-
fic. The Application shell provided too much room for interpretation by assess-
ment developers; consequently, the Application tasks produced were not
comparable across assessments. The present sheli, then, provides a starting place
for successive refinements with further experience and research.

Second, even in roughly parallel assessments developed with the same shell,
the hands-on task clearly distinguishes itseif from the other, conceptual tasks. The
sources of score variability affecting the Hands-On task differed from those affect-
ing the conceptual tasks; Hands-On was especially influenced by the
student X assessment interaction.

Third, just because two assessments are drawn as samples from the same core
concepts and developed with the same shell, they are not necessarily exchangeable.
IN and FR posed equivalent problems and had parallel tasks, response formats,
and scoring systems; they were developed by the same team and administered on
consecutive days. ‘They also had comparable difficulties, However, they correlated
differently with an external measure of science achievement and the sequence in
which the students took them produced different patterns of score variability for

the hands-on task.

The assessments’ contextaal factors — problems, equipment, variables, word-

ing (see Baxter et af. 1992) — and the tevel of conceptual knowledge and reasoning
" used — which can vary substantially within the same student (see Hodson 1992},
may account for those differences. Moreover, each assessment poses intrinsic cog-
nitive dernands: counting the number of rungs on the ladder of Inclines is very
different from selecting one board from three boards with different surface tex-
tures. Thus, content cannot be dissociated from cognitive processes, even when
“sister,” shell-generated assessments are used: taking Inclines, then Friction, is
not the same as taking Friction, then Inclines. Each assessment sequence entails a
different process of knowledge utilization.
Shells, then, can generate reliable science performance assessments with simi-
lar looking tasks, response formats, and scoring systems, but they do not ensure
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assessment exchangeability and, alone, cannot solve the old problem of task sam-
pling variability.

With some knowledge of what can and cannot be expected from shell-gener-
ated assessments, we should focus on revising shells to make science performance
assessments increasingly exchangeable and more widely accessible to educators,
The importance of shell usability, then, should not be underestimated.

By usability we mean the shell’s ability to guide developers in generating an
assessment. The importance of shell usability is iliustrated by our experience in an
early stage of this investigation, when we asked a fifth-grade science teacher who
was unfamiliar with the project to use the shell ro generate an assessment on a topic
of her choice. We provided her with the shell in the form of flowcharts, which she
found difficult to use perhaps because of the practice and special interpretation
skills involved in using flowcharts (Krohn 1983). That is the reason why, to make
the shell user-friendly, we had to translate it into tables that contained the same
information but were easier to interpret.

Since the same team developed Inclines and Friction, it is not a surprise that
these assessments were remarkably parallel in appearance. In contrast, in an inves-
tigation by the RAND corporation (Stecher et al. 1998), two teams of assessment
developers worked independently with a common shell to generate assessments on
the same topic, Acids and Bases. The assessments generated differed considerably
as to the equipment and activities used in the tasks, the layout and complexity of
the response formats, and the administration procedures. Clearly, the directions
provided by shells need to be very specific so their interpretation is consistent
across teams of assessment developers.

Based on that experience, we have increased the specificity of the directions
provided by shells. As a part of a series of projects for the assessment and
certification for teachers (see Solano-Flores et al. 1998), the Science Assessment
Development Laboratory at WestEd is currently developing several types of
exercises (e.g. problem-soiving, pedagogical content knowledge, conceptual
knowledge) for each of four science content areas: biology, chemistry, Earth and
space science, and physicss. We use a shell for each type of exercise with very
specific directions for developers. That is, in addition to meeting strict
content specifications, all exercises of the same type must have the same
structure and comparable complexities both within content area and across content
areas. We have observed that exercise comparability across teams of assessment
developers and across content areas can be attained if two conditions are
met. First, the shell must be highly structured; it must provide not only dircctions,
but also a model of the characteristics of the exercises to be developed (see
figure 4). Second, the training of assessment developers must help them realize
that content-rich exercises can be developed with shells despite their strict speci-
fications, and given them the opportunity to develop a number of exercises under
the guidance of an experienced colleague or a staff member. As a part of the
training provided, assessment developers examine examples of exercises that
were generated with the same shell and have the same structure, regardless of
content area.

To a great extent, when we train assessment developers to use shells, we train
themn to transiate their ideas into the structure specified by those shells. The
learning process involved cannot cccur overnight. Shells can be used to generate
science excrcises of comparable characteristics in a short time, but considerable
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effort and training time must be invested before a reasonable level of efficiency can
be attained.

It we improve the design of future shells, large scale assessment systems
with teams of assessment developers, warking independently, might generate
assessments of comparable qualities and characteristics. Schoot districts might
use shells to generate performance assessments that suit their assessment
needs. If carefully designed shells were provided by a state, assessment compar-
ability aligned with the state’s assessment system might be possible across school
districts. Schools must develop assessments similar to those used in the account-
ability system, so students are not surprised by the annual, on-demand assess-
ments.
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Notes

1. We are indebted 1o the RAND project team — Steve Klein, Brian Stecher, and their
colleagues — for their contribution to the construction of this mapping sentence, The
sheils {or ali the tasks described and complete information on the assessments are avail-
able from the first author upon request.

2. Since the rationale for the switch to PAs is the need to address higher-order skills and

critical thinking (Wiggins, 1989b}, we were not interested in developing assessments with
a level of no inquiry. However, we specified a level of no inquiry only for formal,
methodclogical completeness,

3. For exampile, the shell provided the following directions for the Application task: ‘Ask
the students to show a product for the solution of the problem, or give the steps that led
them to the solution, or identify the advantages and disadvantages of the solution, or
suggest possible alternative solutions’.

4. Ali the anaiyses reported here were performed with the original sample of 109 students in
the unhalanced design and produced consistent results. The results of the unbalanced
design can be obtained trom the first author.

5. The first author is indebted to his colleagues at WestEd — Steven Schneider, Stan Ogren,
Kirsten Daehler, Kristin Hershbell, Jerome Shaw, and Jody McCarthy — for their enthu-
stastic participation in the development and use of these shells. Also, he is indebted to all
the teachers who have acted as assessment developers in the AYA/Science Assessment
Development Laboratory and have used the shells to generate science exercises.
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