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This research documents a substantial disconnect between the objective quality
information that online user ratings actually convey and the extent to which con-
sumers trust them as indicators of objective quality. Analyses of a data set cover-
ing 1272 products across 120 vertically differentiated product categories reveal
that average user ratings (1) lack convergence with Consumer Reports scores,
the most commonly used measure of objective quality in the consumer behavior
literature, (2) are often based on insufficient sample sizes which limits their infor-
mativeness, (3) do not predict resale prices in the used-product marketplace, and
(4) are higher for more expensive products and premium brands, controlling for
Consumer Reports scores. However, when forming quality inferences and pur-
chase intentions, consumers heavily weight the average rating compared to other
cues for quality like price and the number of ratings. They also fail to moderate
their reliance on the average user rating as a function of sample size sufficiency.
Consumers’ trust in the average user rating as a cue for objective quality appears
to be based on an “illusion of validity.”
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( ! onsumers frequently need to make a prediction about
a product’s quality before buying. These predictions

are central to marketing because they drive initial sales,
customer satisfaction, repeat sales, and ultimately profit, as
well as shareholder value (Aaker and Jacobson 1994;
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1995). Before the rise of the Internet, consumers’ quality
predictions were heavily influenced by marketer-controlled
variables such as price, advertising messages, and brand
name (Erdem, Keane, and Sun 2008; Rao and Monroe
1989). But the consumer information environment has
changed radically over the last several years. Almost all re-
tailers now provide user-generated ratings and narrative re-
views on their websites, and the average user rating has
become a highly significant driver of sales across many
product categories and industries (Chevalier and Mayzlin
2006; Chintagunta, Gopinath, and Venkataraman 2010;
Loechner 2013; Luca 2011; Moe and Trusov 2011; for a
recent meta-analysis, see Floyd et al. 2014).

Most people consider the proliferation of user ratings to
be a positive development for consumer welfare. User
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ratings allegedly provide an almost perfect indication of
product quality with little search costs (Simonson 2014,
2015; Simonson and Rosen 2014, but see Lynch 2015). As a
consequence, consumers are supposedly becoming more ra-
tional decision makers, making objectively better choices,
and becoming less susceptible to the influence of marketing
and branding. The implications for business decision mak-
ing are also profound. If these contentions are correct, busi-
nesses should be shifting resources from marketing and
brand building to engineering and product development.

These conclusions rest on two key assumptions. The first
assumption is that user ratings provide a good indication of
product quality. The second assumption is that consumers
are drawing appropriate quality inferences from user rat-
ings. The objective of this article is to evaluate both of
these assumptions. The biggest challenge in doing so is
that quality is a multidimensional construct; consumers
care both about objective or technical aspects of product
performance (e.g., durability, reliability, safety, perfor-
mance) and about more subjective aspects of the use expe-
rience (e.g., aesthetics, popularity, emotional benefits;
Zeithaml 1988). Objective quality can be assessed using
appropriate scientific tests conducted by experts (e.g.,
Consumer Reports scores). In contrast, subjective quality is
harder to pin down because it varies across individuals and
consumption contexts. For this reason, our main analyses
examine the actual and perceived relationships between the
average user rating and objective quality. We concede that
consumers may consult user ratings to learn about subjec-
tive quality in addition to objective quality, and therefore
the average user rating need not be a perfect indicator of
objective quality to provide value to consumers. That said,
we restrict our investigation to product categories that are
relatively vertically differentiated (Tirole 2003), those in
which alternatives can be reliably ranked according to ob-
jective standards (e.g., electronics, appliances, power
tools). While products in these categories often have some
subjective attributes, consumers typically care a lot about
attributes that are objective (Mitra and Golder 2006;
Tirunillai and Tellis 2014), and firms tout superiority on
these dimensions in their advertising (Archibald, Haulman,
and Moody 1983). We contend therefore that it is a mean-
ingful and substantively important question whether the av-
erage user rating is a good indicator of objective quality
and whether this squares with quality inferences that con-
sumers draw from it.

OVERVIEW OF STUDIES AND KEY
FINDINGS

This article examines empirically the actual and perceived
relationships between the average user rating and objective
quality. We first examine the actual relationship by analyz-
ing a data set of 344,157 Amazon.com ratings of 1272
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products in 120 product categories, which also includes
quality scores from Consumer Reports (the most widely
used indicator of objective quality in the academic litera-
ture), prices, brand image measures, and two independent
sources of resale values in the used-product market. Next,
we report several consumer studies designed to assess how
consumers use ratings and other observable cues to form
quality inferences and purchase intentions. We then com-
pare the objective quality information that ratings actually
convey to the quality inferences that consumers draw from
them. This approach of comparing “ecological validity”
with “cue utilization” has a long tradition in the psychol-
ogy of perception, judgment, and decision making (e.g.,
the Lens model; Brunswik 1955; Hammond 1955).

The broad conclusion from our work is that there is a
substantial disconnect between the objective quality infor-
mation that user ratings actually convey and the extent to
which consumers trust them as indicators of objective qual-
ity. Here is a summary of some of the key findings:

1. Average user ratings correlate poorly with
Consumer Reports scores. Surprisingly, price is
more strongly related to Consumer Reports scores
than the average user rating. In a regression analy-
sis with Consumer Reports scores as the dependent
variable, the coefficient of price is almost four
times that of the average user rating, and price
uniquely explains 17 times as much variance in
Consumer Reports scores as the average user rat-
ing. For two randomly chosen products, there is
only a 57% chance that the product with the higher
average user rating is rated higher by Consumer
Reports. Differences in average user ratings
smaller than 0.40 stars are totally unrelated to
Consumer Reports scores such that there is only a
50% chance that the product with the higher aver-
age user rating is rated higher by Consumer
Reports. But even when the difference is larger
than one star, the item with the higher user rating
is rated more favorably by Consumer Reports only
about 65% of the time.

2. The correspondence between average user ratings
and Consumer Reports scores depends on the num-
ber of users who have rated the product and the vari-
ability of the distribution of ratings. Averages based
on small samples and distributions with high vari-
ance correspond less with Consumer Reports scores
than averages based on large samples and distribu-
tions with low variance. However, even when sam-
ple size is high and variability low, the relationship
between average user ratings and Consumer Reports
scores is weaker than the relationship between price
and Consumer Reports scores.

3. Average user ratings do not predict resale value in
the used-product marketplace. In contrast, quality
scores from Consumer Reports do predict resale
value. We find the same results using two
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independent sources of resale prices, a website that
tracks prices for all products sold by third parties
on the Amazon.com website and a proprietary so-
called blue-book database of resale prices for digi-
tal cameras.

4. Average user ratings are influenced by price and
brand image. After controlling for Consumer
Reports scores, products have a higher user rating
when they have a higher price and when they
come from a brand with a premium reputation.
The combined influence of these variables on the
average rating is much larger than the effect of ob-
jective quality, as measured by Consumer Reports,
explaining more than four times as much variance.

5. Consumers fail to consider these issues appropri-
ately when forming quality inferences from user
ratings and other observable cues. They place
enormous weight on the average user rating as an
indicator of objective quality compared to other
cues. They also fail to moderate their reliance on
the average user rating when sample size is insuffi-
cient. Averages based on small samples and distri-
butions with high variance are treated the same as
averages based on large samples and distributions
with low variance.

THEORETICAL BACKGROUND

We are not the first to raise doubts about the value of
user ratings. Several articles have voiced concerns about
whether the sample of review writers is representative for
the population of users. Review writers are more likely to
be those that “brag” or “moan” about their product experi-
ence, resulting in a bimodal distribution of ratings for
which the average does not give a good indication of the
true population average (Hu, Pavlou, and Zhang 2006).
There are also cross-cultural and cross-linguistic differ-
ences in the propensity to write reviews and rating ex-
tremity (De Langhe et al. 2011; Koh, Hu, and Clemons
2010). Another issue leading to nonrepresentativeness is
review manipulation. Firms (or their agents) sometimes
post fictitious favorable reviews for their own products
and services and/or post fictitious negative reviews for the
products and services of their competitors (Mayzlin,
Dover, and Chevalier 2014). Moreover, many reviewers
have not actually used the product (Anderson and
Simester 2014), and raters that have actually used the
product are influenced by previously posted ratings from
other consumers and experts, creating herding effects
(Jacobsen 2015; Moe and Trusov 2011; Muchnik, Aral,
and Taylor 2013; Schlosser 2005). Although these find-
ings raise general concerns about the value of user ratings,
no previous research has comprehensively analyzed
whether the average user rating is a good indicator of ob-
jective quality and whether the actual validity is aligned
with consumer beliefs.

819

Convergence with Consumer Reports Scores

If the average user rating reflects objective quality, it
should correlate positively with other measures of objective
quality. We examine the extent to which average user ratings
converge with Consumer Reports quality scores.
Recognizing that even expert ratings are subject to measure-
ment error, Consumer Reports scores are the most com-
monly used measure of objective product quality in
marketing (Gerstner 1985; Hardie, Johnson, and Fader 1993;
Lichtenstein and Burton 1989; Mitra and Golder 2006;
Tellis and Wernerfelt 1987), as well as in psychology
(Wilson and Schooler 1991) and economics (Bagwell and
Riordan 1991). This is due to the impartiality and technical
expertise of the organization. As noted by Tellis and
Wernerfelt (1987, 244), Consumer Reports ““is an indepen-
dent body that is not allied in any way to any group of
firms,” and it “has a scientific approach to analyzing quality
through blind laboratory studies, which in scope and consis-
tency is unrivaled in the U.S. and in the world.” This per-
spective is echoed by Mitra and Golder (2006, 236) who
state that “several factors contribute to the objectivity of
Consumer Reports’ quality ratings including rigorous labora-
tory tests conducted by experts. These tests constitute one of
the most elaborate quality rating systems in the world. ... As
a result, the ratings represent the most trusted objective qual-
ity information for consumers” (see also Curry and Faulds
1986; Golder, Mitra, and Moorman 2012). To our knowl-
edge, only one article has directly examined the correspon-
dence between user ratings and expert judgments of product
quality, but this research only analyzed a single product cate-
gory (Chen and Xie 2008).

One critical factor that limits the ability of the average
user rating to serve as a good indicator of quality is
whether it is based on a sufficient sample size. The suffi-
ciency of the sample size depends both on the sample size
itself and the variability of the distribution of ratings.
Ceteris paribus, the average user rating should be more in-
formative as sample size increases relative to variability.
Unfortunately, average user ratings are often based
on small samples. Moreover, variability is often high be-
cause of heterogeneity in use experience and measurement
error. Users may have a fundamentally different experience
or disagree in how to evaluate the experience.
Alternatively, they may give a poor rating due to a bad ex-
perience with shipping, may accidentally review the wrong
product, or may blame a product for a failure that is actu-
ally due to user error. Some consumers may view the pur-
pose of product reviews differently than others. For
instance, some consumers may rate purchase value (quality
for the money), thereby penalizing more costly brands,
whereas others may rate quality without considering price.
These factors suggest that the average rating may often be
based on an insufficient sample size, limiting its ability to
reflect quality. We examine how convergence with

970z ‘2z |1dy uo 159nb Aq /B10'sfeulnolpioxo iol/:dny wouy pepeojumoq


http://jcr.oxfordjournals.org/

820

Consumer Reports scores varies as a function sample size
and variability.

Ability to Predict Resale Values

High-quality products retain more of their value over
time. For instance, used cars with better reliability and per-
formance retain more of their original selling price (Ginter,
Young, and Dickson 1987). Thus if average user ratings re-
flect objective quality, they should correlate positively
with resale values. If average user ratings do not correlate
with resale values, this would be evidence that they are not
good measures of objective quality. We assess the ability
of average user ratings to predict resale values, using the
predictive ability of Consumer Reports as a benchmark.
Because of Consumer Reports’ technical expertise and em-
phasis on objective performance, we expect that Consumer
Reports scores will have higher predictive validity for re-
sale prices compared to average user ratings. We test this
prediction via two analyses using independent data sour-
ces. We collect used prices for products in our database
from an online source (camelcamelcamel.com) that reports
prices for used products offered by third-party sellers on
Amazon.com. We also collect blue-book prices for used
products from an online data source (usedprice.com) for
the largest product category in our data set (digital
cameras).

The Influence of Price and Brand Image

Whereas experts like those at Consumers Reports have
the knowledge, equipment, and time to discern objective
quality through appropriate tests, consumers who post re-
views and ratings typically do not. Thus it is likely that
user ratings do not just reflect objective quality but also
subjective quality. Extrinsic cues, such as a product’s
price and the reputation of the brand, are known to affect
subjective evaluations of product quality (Allison and Uhl
1964; Braun 1999; Lee, Frederick, and Ariely 2006;
McClure et al. 2004; Plassman et al. 2008). These vari-
ables may similarly affect average user ratings.
Consumers may also engage in motivated reasoning to
justify buying certain kinds of products such as those that
are expensive or those made by a favored brand (Jain and
Maheswaran 2000; Kunda 1990). A product may thus re-
ceive a higher rating by being more expensive or by being
manufactured by a favored brand, independent of its ob-
jective quality.

These “top-down” influences on product evaluations
are most pronounced when objective quality is difficult to
observe (Hoch and Ha 1986). There is good reason to be-
lieve that this is often the case for vertically differentiated
product categories. Product performance on important di-
mensions is often revealed only under exceptional cir-
cumstances. For instance, when considering a car seat,
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new parents would likely place a high value on crash pro-
tection, an attribute that they hope never to be in a posi-
tion to evaluate. More generally, objective quality is
difficult to evaluate in many categories, especially in the
short time course between purchase and review posting,
typically only days or weeks. In such cases, consumers
are likely to draw on extrinsic cues to form their
evaluations.

We examine how brand image and price setting relate to
user ratings, controlling for Consumer Reports scores. If
users are influenced by extrinsic cues when rating prod-
ucts, we may find a positive relationship between price and
average user rating and between brand image and average
user rating.

User Ratings and Consumer Quality Inferences

An obvious reason that user ratings have such a strong
effect on consumer decision making and sales is via their
influence on perceived quality. Given the number of poten-
tial limitations of user ratings just enumerated, the strong
quality inferences that consumers presumably draw from
them may not be justified. A seminal body of research on
the psychology of prediction shows that people typically
overweight a predictive cue when the cue is “representa-
tive” of the outcome, a phenomenon referred to by Tversky
and Kahneman (1974) as the “illusion of validity.” They
write, “[P]eople often predict by selecting the outcome that
is most representative of the input. The confidence they
have in their prediction depends primarily on the degree of
representativeness (that is, on the quality of the match be-
tween the selected outcome and the input) with little or no
regard for the factors that limit predictive accuracy”
(1126). We propose that because user ratings are highly
representative of quality in the minds of consumers, they
will exert a stronger effect on quality inferences than other
available cues, even if those cues are actually more
predictive.

The other contributor to the illusion of validity is the un-
derweighting or complete neglect of factors that limit va-
lidity. Making a quality inference from user ratings
requires intuitive statistics. Unfortunately, people are
chronically poor at making statistical inferences
(Kahneman and Tversky 1982). They tend to believe that
the characteristics of a randomly drawn sample are very
similar to the characteristics of the overall population. For
instance, when judging the likelihood that one population
mean is higher than another given information about sam-
ple mean, sample size, and standard deviation (SD), people
are almost insensitive to sample size and SD (Obrecht,
Chapman, and Gelman 2007). Findings like these suggest
that consumers may jump to strong, unwarranted conclu-
sions about quality on the basis of small sample sizes.
Finally, consumers are also likely to neglect other threats
to validity previously enumerated, such as the
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nonrepresentativeness of the sample of review writers and
the influence of price and brand image.

DO USER RATINGS REFLECT
OBJECTIVE QUALITY?

Data

We visited the website of Consumer Reports
(ConsumerReports.org) in February 2012 and extracted
quality ratings for all items within all product categories
where Consumer Reports provides these data, except for
automobiles (which are not sold on Amazon.com), wine,
coffee, and chocolate (which are less vertically differenti-
ated; see pilot study later). This resulted in ratings for 3749
items across 260 product categories. To ensure that product
categories were relatively homogeneous and quality ratings
were comparable across items within a category, we de-
fined product categories at the lowest level of abstraction.
For example, Consumer Reports provides product ratings
for air conditioners subcategorized by BTUs (e.g., 5000 to
6500 as opposed to 7000 to 8200). That is, brands are only
rated relative to other brands in the subcategory. Thus we
treated each subcategory as a separate product category.
For each item for which we had a quality score from
Consumer Reports, we searched the Amazon.com website
and recorded all user ratings and the price. We were able to
find selling prices and at least one Amazon.com user rating
for 1651 items across 203 product categories. We further
restricted the data set to products rated at least five times,
and product categories with at least three products in them.
The final data set consisted of 1272 products across 120
vertically differentiated product categories. See online ap-
pendix A for a list of product categories.

To verify that consumers agree that these product cate-
gories are vertically differentiated, that is, that products in
these categories can be objectively ranked with respect to
quality, we ran a pilot study. We paid 150 U.S. residents
from Amazon Mechanical Turk $0.50 to rate 119 of the
120 categories used in our market data analysis (one cate-
gory was omitted due to a programming error) in terms of
whether it is possible to evaluate product quality objec-
tively in that category. Participants read, “Some products
are objectively better than others because they simply per-
form better. For example, a car battery that has a longer
life is objectively better than one that has a shorter life.
Battery life can be measured on an objective basis, that is,
how long a battery lasts is not a matter of personal taste or
opinion. However, for other types of products, the one that
is better is a matter of individual taste. For example, one
brand of potato chips is neither objectively better nor ob-
jectively worse than another brand of potato chips; it sim-
ply depends on which one the particular consumer finds
more pleasurable to eat. With this difference in mind, for
each of the product categories listed below, please tell us
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the degree to which you believe that the product category
is one where one product in the category has the possibility
of being objectively better than another rather than depend-
ing on the particular consumer’s personal taste.” For each
product category, participants then responded to the fol-
lowing scale item: “For two different products in this prod-
uct category, it is possible that one product performs better
than another on objective grounds,” “Strongly disagree”
(1) to “Strongly agree” (5). All 119 product categories had
an average rating above the scale midpoint, indicating ver-
tical differentiation. The average rating was 3.78 of 5
(SD=0.17), significantly above the scale midpoint (¢
(118) =50.30, p < .001). As a reference, we also asked par-
ticipants to rate 11 additional product categories (artwork,
cola, jewelry boxes, wine, autobiographical books, wom-
en’s perfume, chocolate cookies, men’s ties, DVDs, greet-
ing cards, and coffee) that we believed to be horizontally
differentiated. The average rating for these categories was
2.53 (SD=0.20), significantly below the scale midpoint
(t(10) =—17.79, p < .001). None of these categories had an
average rating above the scale midpoint.

Convergence with Consumer Reports Scores

Simple Correlations. As a first test of the convergence
between average user ratings and Consumer Reports
scores, we computed the Pearson correlation between aver-
age user ratings and Consumer Reports scores for the 120
product categories in our database. These correlations are
provided for each product category in online appendix A,
and Figure 1 shows a histogram reflecting the distribution
of these correlations. The average correlation is 0.18, and
34% of correlations are negative.

Regression Analyses. We further examined the corre-
spondence between average user ratings and Consumer
Reports scores for the 1272 products in our database using

FIGURE 1

DISTRIBUTION OF PEARSON CORRELATIONS BETWEEN
AVERAGE USER RATINGS AND CONSUMER REPORTS
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regression analyses. As discussed earlier, the sufficiency of
the sample size should affect the ability of the average user
rating to reflect quality. As a measure of the sufficiency of
the sample size, we computed the standard error (SE) of
the mean, or the SD divided by the square root of the sam-
ple size (SE=SD/,/N). We should note that since users
who rate products online are a nonprobability sample of all
users of the product, we do not use the SE in any inferential
manner. Rather, we use it only descriptively in that smaller
SEs reflect more sufficient sample sizes. We predict an in-
teraction between SE and average ratings, such that more
sufficient sample sizes will have higher convergence with
Consumer Reports scores. The median number of ratings
for the items in our database was 50, and the average num-
ber of ratings was 271. The median SD was 1.36, and the
average SD was 1.31. The median SE was 0.17, and the av-
erage SE was 0.22. Because the distribution of SEs was
positively skewed, we replicated all subsequent regression
analyses after log-transforming SEs. The results and con-
clusions remain the same.

We first regressed Consumer Reports scores on (1) the
average user rating, (2) the SE of the average user rating,
and (3) the interaction between the average user rating and
the SE of the average user rating. We standardized all pre-
dictor variables by product category before analysis such
that they had a mean of zero and an SD of one.
Parameter estimates and confidence intervals (Cls) are
shown in Table 1 (market study model A). As predicted,
there was a significant interaction between the average
user rating and its SE (b=-0.06, 95% CI, —0.12
to —0.01) such that average user ratings with higher SEs
corresponded less with Consumer Reports scores than av-
erage user ratings with lower SEs. At the mean level of SE,
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Consumer Reports scores were significantly and positively
related to average user ratings, but the effect was quite
weak, consistent with the simple correlations noted earlier
(b=0.16, 95% CI, 0.10-0.22). Unexpectedly, the regres-
sion analysis also revealed a significant effect of SE at the
mean level of average rating (b= —0.13, 95% CI, —0.20
to —0.07]), such that lower SEs were associated with
higher Consumer Reports scores.

We thought this effect might be traced to the number of
ratings, which has a positive effect on SE. Products with
higher Consumer Reports scores may be more popular or
be sold for a longer period of time, which would lead to a
higher number of ratings. To explore this possibility, we
estimated another regression model now including the
number of user ratings and the SD of user ratings as predic-
tors, in addition to the average user rating. This analysis re-
vealed that the number of ratings was indeed positively
related to Consumer Reports scores (b=0.12, 95% CI,
0.07- 0.18) while the SD of user ratings (the other compo-
nent of the SE) was not significantly related to Consumer
Reports scores (b=0.06, 95% CI, —0.01 to 0.13).

Next, we sought to benchmark the effect of average rat-
ings on Consumer Reports scores to that of price.
Numerous studies indicate that the correlation between
price and expert ratings of objective quality is approxi-
mately between 0.20 and 0.30 (Lichtenstein and Burton
1989; Mitra and Golder 2006; Tellis and Wernerfelt 1987),
and we expect to find a similar relationship strength.
Including price in the model also provides a more conser-
vative test of the hypothesis that convergence between user
ratings and Consumer Reports scores is weak. Average
user ratings may reflect purchase value to some consumers
(quality — price) instead of only quality. Failing to control

TABLE 1

PARAMETER ESTIMATES (AND CONFIDENCE INTERVALS) FOR MARKET AND CONSUMER STUDIES

Market study Consumer studies
Model A Model B Study 2 Study 3 Study 4
Dependent variable Consumer Consumer Perceptions of Perceptions Purchase Perceptions of
Reports Reports expert (Consumer of quality likelihood expert (Consumer
quality quality Reports) quality Reports) quality
scores scores scores scores
Independent variables
Average user rating 0.16 0.09 0.34 0.40 0.35 0.67
(0.10-0.22) (0.03-0.15) (0.31-0.38) (0.35-0.45) (0.30-0.40) (0.64-0.70)
Price 0.34 0.21 0.13 —0.41 0.02
(0.28-0.39) (0.17-0.24) (0.08-0.17)  (—0.46to —0.37) (—0.011t0 0.04)
Number of ratings 0.14 0.22 0.24 0.22
(0.10-0.18) (0.17-0.26) (0.19-0.28) (0.19-0.25)
Standard error -0.13 -0.15 0.00 0.04 0.02
(—0.20to —0.07) (—0.21 to —0.09) (—0.04 t0 0.04) (—0.01t0 0.09) (—0.03100.07)
Average user rating x —0.06 -0.07 0.03 0.00 —0.01
standard error (-0.12t0 —0.01) (—0.12to —0.02) (—0.0110 0.07) (—0.05t0 0.06) (—0.07 to 0.05)
Average user rating x 0.01

number of ratings

(~0.02 t0 0.04)
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for price may attenuate the correlation between average
user ratings and quality scores from Consumer Reports
(which measures quality, independent of price). We thus
regressed Consumer Reports scores on (1) the average user
rating, (2) the SE of the average user rating, (3) the interac-
tion between the average user rating and the SE of the av-
erage user rating, and (4) price. Again, we standardized all
predictor variables by product category before analysis, al-
lowing us to directly compare the parameter estimates for
the average user rating and price to each other. Parameter
estimates and CIs are shown in Table 1 (market study
model B). This analysis revealed similar results to the
model without price. The interaction between average user
rating and SE was again significant (b= —0.07, 95% ClI,
—0.12 to —0.02), showing that convergence between aver-
age ratings and Consumer Reports scores increases as SE
decreases. At the mean level of SE, the average user rating
was weakly but significantly related to Consumer Reports
scores (b=0.09, 95% CI, 0.03-0.15). Also the simple ef-
fect of SE at the mean level of average user rating was
again significant (b= —0.15, 95% CI, —0.2 to —0.09).
Price was not interacted with SE, so the coefficient reflects
the main effect of price on Consumer Reports scores. This
effect was significant and positive, and much stronger than
the effect of average rating (b =0.34, 95% CI 0.28-0.39).
The estimate for the relationship strength between price
and Consumer Reports scores is consistent with prior esti-
mates documented in the literature. To evaluate the relative
amount of unique variance in Consumer Reports scores ex-
plained by price and average rating, we computed squared
semipartial correlations (Cohen et al. 2003). Price uniquely
explained 10.85% of the variance, 17 times more than the
average user rating, which uniquely explained only 0.65%.

Figure 2 illustrates how the regression coefficient for the
average user rating changes as a function of SE. As a refer-
ence, the chart also shows the regression coefficient for
price, which is not allowed to vary as a function of SE in
the regression model. At the 90th percentile of SE
(SE=0.43), the average user rating is unrelated to
Consumer Reports scores. The convergence between aver-
age user ratings and Consumer Reports scores increases as
SE decreases, but even at the 10th percentile of SE
(SE=0.06), the regression coefficient is still only about
half that of price. In summary, price is a much better pre-
dictor of Consumer Reports scores than average user rating
at all levels of SE.

Discussion. The regression analyses provide evidence
of some degree of correspondence between average user
ratings and Consumer Reports scores. That recognized, the
correspondence is limited, in part because sample sizes are
often insufficient. However, even when sample sizes are
large and variability low, Consumer Reports scores corre-
late much more with price than with the average user rat-
ing. An extensive research stream has examined the
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correlation between price and objective quality (as mea-
sured by Consumer Reports). A key conclusion from this
stream of research is that consumers should be cautious
when inferring objective quality from price because the av-
erage price—quality correlation in the marketplace is low
(typically between 0.20 and 0.30). However, consumer be-
liefs about the strength of the price—quality relationship
tend to be inflated (Broniarczyk and Alba 1994; de Langhe
et al. 2014; Gerstner 1985; Kardes et al. 2004; Lichtenstein
and Burton 1989), which leads to overspending and con-
sumer dissatisfaction (Lichtenstein, Bloch, and Black
1988; Ofir 2004). The fact that the correlation between av-
erage user ratings and Consumer Reports scores is so much
lower suggests that an even stronger note of caution is
needed when consumers infer objective quality from user
ratings.

One potential objection to our conclusions is that con-
sumers may use a different weighting scheme for valuing
objective quality dimensions than Consumer Reports.
Consumer Reports tests and scores products on multiple di-
mensions and then combines this information in some way
to arrive at a composite quality score. One could argue that
consumers are just as able to evaluate the quality of prod-
uct dimensions as Consumer Reports but use a different ag-
gregation rule, leading to a low correlation. A substantial
literature in marketing (Curry and Faulds 186; Kopalle and
Hoffman 1992) and in other fields such as psychology
(Dawes 1979) has explored how sensitive an index derived
from a weighted combination of subscores is to the weights
used in the aggregation rule. The major analytical finding

FIGURE 2

CONVERGENCE BETWEEN AVERAGE USER RATINGS AND
CONSUMER REPORTS SCORES AS A FUNCTION OF
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is that when the covariance matrix between subscores is
predominantly positive, variation of weights has little ef-
fect on the composite index. The implication of this result
for our research is that if product attribute covariances are
predominantly positive in our product categories, we
would still expect a high correlation between user ratings
and Consumer Reports scores if consumers score product
attributes similarly to Consumer Reports but weight them
differently. Previous research in marketing has shown that
covariances between product attribute quality scores are in-
deed predominantly positive and thus relatively insensitive
to the weights assigned to dimensions when generating a
composite score. Curry and Faulds (1986) found that for
the vast majority of 385 product categories examined by
Test (a German rating agency comparable to Consumer
Reports), the covariance structure was either all positive or
predominantly positive.

To evaluate whether our results are susceptible to this
criticism, we supplemented our data set with attribute
scores from the Consumer Reports website and back issues
of the magazine, and ran a Monte Carlo simulation to as-
sess how variation in the weights applied to attribute di-
mensions affects how correlated a judge’s overall scores
would be to Consumer Reports’ overall scores. To summa-
rize the results, similar to Curry and Faulds (1986), covari-
ances were primarily positive (72% of covariances,
averaged across categories). Consistent with this, the
Monte Carlo simulation showed that variations in the
weighting rule have little effect on the expected correla-
tion. The plausible range of values for the correlation be-
tween user ratings and Consumer Reports scores, across
categories, assuming consumers have different weights
than Consumer Reports but score the attributes the same, is
between 0.70 and 0.90. Thus attribute weighting does not
explain the mismatch between user ratings and Consumer
Reports scores. Details of the simulation and results are
provided in online appendix B.

Ability to Predict Resale Values

Data. To examine whether average user ratings predict
resale values, we conducted two independent analyses.
First, we assessed the ability of average user ratings to pre-
dict prices in the resale marketplace for as many product
categories in our database as possible. For this purpose, we
augmented our database in January 2013 with used prices
from the camelcamelcamel.com website that provides used
prices of products sold by third parties on the Amazon.com
website. The website reports the average used price over
the past 50 lowest prices offered, as well as the current
used price (and in the case of multiple sellers, the lowest
used current price). In cases where no third-party sellers
are currently selling a used version of the product, the web-
site reports the most recent price for the used product when
it was last available for sale. We conducted the analysis
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using the average used price over the past 50 lowest prices
offered and the current used price as dependent variables.
Because results are virtually identical for both dependent
measures, here we only report results for the average used
price. The website does not provide any information re-
garding the condition of the item; thus variance on this di-
mension is noise in the analysis. We were able to find
average used prices for 1048 products across 108 product
categories.

Our second analysis focuses on digital cameras, the
product category in our data set with the largest number of
alternatives (N = 144). In December 2014, we purchased a
database of used prices from usedprice.com.
Usedprice.com derives blue-book values from dealer sur-
veys. The used price is calculated based on what an aver-
age store could sell the product for in 30 days or less. We
were able to find used prices for 128 digital cameras in our
database. Usedprice.com offers six current prices for each
used camera: low and high current used retail market val-
ues, low and high current used trade-in values (mint condi-
tion), and low and high current used wholesale trade-in
values (average condition). Because all six prices are
highly correlated, we averaged the six values into a single
used market price.

For both analyses, we assessed the ability of
Amazon.com user ratings to predict used prices, using the
predictive ability of Consumer Reports scores as a bench-
mark. To control for the original price of the product, we
included the price of the product offered as new on
Amazon.com at the time we gathered the original data set
(February 2012).

Results. We standardized all variables by product cate-
gory and then regressed the average used prices from cam-
elcamelcamel.com on new prices and average user ratings.
This regression revealed a significant effect of new prices
(b=0.70, 95% CI, 0.65-0.74), while the effect for average
user ratings was just short of significance (b=0.04, 95%
CI, —0.003 to 0.085). New prices uniquely explained
46.8% of the variance in used price; average user ratings
uniquely explained 0.2%. We then added Consumer
Reports scores to the regression model. Consumer Reports
scores were a highly significant predictor of used prices
(b=0.16, 95% CI, 0.11-0.21), uniquely explaining 2.2%
of the variance. The effect of new prices remained signifi-
cant (b=0.64, 95% CI, 0.60-0.69), explaining 35.1% of
the variance, while the effect of average user ratings was
not significant (b =0.02, 95% CI, —0.02 to 0.06), uniquely
explaining 0.0% of the variance. We performed the same
analyses for the wused digital camera prices from
usedprice.com.

The pattern of results was highly similar. A regression
of used prices on new prices and average user ratings re-
vealed a significant effect of new prices (b =0.65, 95% CI,
0.50-0.80) but no effect for average user ratings (b = 0.06,
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95% CI, —0.08 to 0.21). New prices uniquely explained
35.9% of the variance in used price, while average user rat-
ings uniquely explained 0.3%. We then added Consumer
Reports scores to the regression model. Again, Consumer
Reports scores were a highly significant predictor of used
prices (b =0.32, 95% CI, 0.18— 0.47), uniquely explaining
8.4% of the variance. The effect of new prices remained
significant (b=0.51, 95% CI, 0.35-0.66]), explaining
18.0% of the variance, while the effect of average user rat-
ings was not significant (b= —0.008; 95% CI, —0.15 to
0.13]), uniquely explaining 0.0% of the variance. Thus the
totality of these results provides evidence that Consumer
Reports scores were able to predict resale values but aver-
age user ratings were not.

DO USER RATINGS PROVIDE
INFORMATION BEYOND OBJECTIVE
QUALITY?

Our analyses of market data suggest that average user
ratings do not converge well with Consumer Reports
scores, even when sample sizes are large and variability is
low. This could be because average user ratings are influ-
enced by variables that influence subjective evaluations of
quality, as we hypothesized in the introduction. We exam-
ine the influence of price and brand image, considered to
be two of the most influential extrinsic cues for quality
(Monroe and Krishnan 1985). In this analysis we regress
the average user rating on these two variables while con-
trolling for Consumer Reports scores. We interpret any
partial effects of these variables on the average user rating
as reflecting an influence of price and brand that is unre-
lated to objective quality.

Data

We already had selling prices in the database. In addi-
tion, we supplemented the database with brand image mea-
sures from a proprietary consumer survey conducted by a
leading market research company. This survey is adminis-
tered to a representative sample of U.S. consumers annu-
ally and asks multiple questions about shopping habits and
attitudes toward retailers and brands across numerous prod-
uct categories. We obtained data from three versions of the
survey that together covered most of the product categories
in our database: electronics (e.g., televisions, computers,
cell phones), appliances and home improvement (e.g.,
blenders, refrigerators, power tools), and housewares (e.g.,
dishes, cookware, knives). For the brand image portion of
the survey, participants were first asked to rate familiarity
of all brands in the category and then were asked further
questions about brand image for three brands for which
their familiarity was high. All brand image questions were
asked on 5 point agree/disagree Likert scales. The brand
image questions differed somewhat across the three
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versions of the survey, so we retained data only for the 15
brand image questions that were asked in all three versions
of the survey. We removed data from participants who did
not complete the survey or who gave the same response to
all brand image questions. We were able to realize brand
image measures for 888 products representing 132 brands
across 88 product categories. The data consisted of ratings
from 37,953 respondents with an average of 288 sets of rat-
ings for each brand.

For purposes of data reduction, we submitted the aver-
age value for each brand for each of the 15 questions to an
unrestricted principal components analysis with a varimax
rotation. This yielded three factors explaining 83% of vari-
ance in the data set. The three factors can be interpreted as
brand associations related to functional benefits (seven
items), emotional benefits (five items), and price (three
items). While loading on separate factors, multi-item scales
composed of the respective emotional and functional items
were highly correlated (r = 0.76), leading to multicollinear-
ity issues in subsequent regression analyses. Upon inspec-
tion of all brand image items, we found that the functional
and emotional items represented what is received in the
purchase (e.g., “is durable” and “is growing in popularity”)
while the price-related items represented sentiments related
to sacrificing resources for the purchase (e.g., “is afford-
able”). Therefore, we repeated the principal components
analysis using the a priori criterion of restricting the num-
ber of factors to two (Hair et al. 1998). The two factors ac-
counted for 71% of variance in the data set. We interpreted
the first factor to represent perceived functional and emo-
tional benefits (12 items) and the second factor to represent
perceived affordability of the brand (3 items). Because all
inter-item correlations met or exceeded levels advocated in
the measurement literature (see Netemeyer, Bearden, and
Sharma 2003; Robinson, Shaver, and Wrightsman 1991),
we averaged the respective scale items to form two brand
image measures: perceived benefits (o0=0.95) and per-
ceived affordability (o0=0.75). The individual scale items
loading on each of the respective factors are shown in
Table 2. The correlation between the two subscales was
moderately negative (r=—0.21), suggesting that con-
sumers see brands that provide more benefits as less
affordable.

Results and Discussion

We regressed average user ratings on Consumer Reports
scores, price, perceived brand benefits, and perceived
brand affordability. We again standardized all variables by
product category before analysis. The effect of selling price
was significant and positive (b =0.10, 95% CI, 0.03-0.17)
such that more expensive products were rated more favor-
ably. In addition, the effect of perceived brand affordability
was significant and negative (b= —0.08, 95% CI, —0.15 to
—0.01) such that products from brands that are perceived
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TABLE 2
BRAND IMAGE MEASURES AND FACTOR LOADINGS
Factor loadings
Brand image measure Benefits Affordability

Has the features/benefits you want 0.92 —0.08
Is a brand you can trust 0.88 -0.25
Has high-quality products 0.86 -0.40
Offers real solutions for you 0.85 —0.03
Is easy to use 0.82 0.07
Has the latest trends 0.82 —0.05
Is durable 0.82 -0.34
Offers good value for the money 0.82 0.26
Looks good in my home 0.80 0.02
Offers coordinated collections of items 0.80 —0.07
Is growing in popularity 0.75 0.04
Is endorsed by celebrities 0.32 -0.21
Is affordable 0.00 0.95
Is high priced (reverse coded) 0.23 0.83
Has a lot of sales or special deals —0.50 0.80

to be more affordable were rated less favorably. There was
also a significant positive effect of perceived brand bene-
fits (b=0.19, 95% CI, 0.12-0.25) such that brands that are
perceived to offer more functional and emotional benefits
were rated more favorably. The total unique variance ex-
plained by these variables was 4.4%. In comparison, the
unique variance explained by Consumer Reports scores
was only 1.0% (b=0.11, 95% CI, 0.04-0.18).

In sum, average user ratings are positively related to
price, both at the product level (i.e., the effect of selling
price) and at the brand level (i.e., the effect of a brand’s
perceived affordability). Surprisingly, consumers do not
penalize higher priced items in their ratings. On the con-
trary, holding Consumer Reports scores constant, con-
sumers rate products with higher prices more favorably.
Brands that have a better reputation for offering benefits
also obtain higher ratings. The combined effects of price
and brand image are much larger than the effect of
Consumer Reports scores.

We believe the most likely interpretation of these results
is that brand image and price influence ratings. However
the data are correlational, and other interpretations are pos-
sible. For instance, one alternative interpretation for the
positive effect of price is that Amazon.com raises/lowers
their prices in response to user ratings. While we are aware
that Amazon.com sets prices based on individual level data
that relates to the consumer’s price sensitivity (e.g., the
consumer’s previous purchase history or the browser the
consumer is using; see “Personalising Online Prices,”
2012), we are unaware of any source that has alleged that
Amazon.com adapts prices based on user ratings.
Nevertheless, in order to gain some insight into this issue
we collected Amazon.com prices for the brands in our data
set at three additional points in time (September 22, 2012,
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November 22, 2012, and January 22, 2013; the main data
set was collected on February 14, 2012). If user ratings in-
fluence prices, we would expect to find a positive correla-
tion between these ratings and subsequent price changes.
That is, higher ratings at time 1 (i.e., February 14, 2012)
should be positively related to price changes from time 1 to
time 2 (i.e., the difference in price between any of these
three additional times and the price on February 14, 2012).
Thus we calculated three price changes and found they
were not significantly related to average user ratings on
February 14, 2012 (rep=.01, p>.87; 1poy =.04, p > .35;
Tjan = —.01, p>.74), which is inconsistent with the reverse
causality argument.

Another potential explanation for the results is that there
could be unobserved variation in objective quality that is
not captured by Consumer Reports but is captured by price
and brand image. It is commonly assumed that this is not
the case, for instance in the literature on price—quality rela-
tionships and consumer learning about quality more gener-
ally (Bagwell and Riordan 1991; Curry and Faulds 1986;
Erdem et al. 2008; Gerstner 1985; Hardie et al.1993;
Lichtenstein and Burton 1989; Mitra and Golder 2006;
Tellis and Wernerfelt 1987; Wilson and Schooler 1991).
Moreover, the causal interpretation is parsimonious and
consistent with a great deal of previous research showing
that price and brand are powerful extrinsic cues for quality
(Monroe and Krishnan 1985; Rao and Monroe 1989).
From this perspective, our findings should not be
surprising.

In addition to price and brand image, it is possible that
user ratings also reflect other information that is not re-
vealed through objective testing. For example, consumers
may rate aesthetic aspects of a product, something that is
not considered as a dimension of objective quality, but a
dimension of quality that consumers value nonetheless.
Also, user evaluations are typically posted shortly after
purchase. These initial impressions may be based on vari-
ables that are unrelated to objective quality. This is a prom-
ising avenue for future research.

CONSUMER STUDIES

Our analyses of various secondary data sources indicate
that average user ratings from Amazon.com do not con-
verge well with Consumer Reports scores, are often based
on insufficient sample sizes, fail to predict prices in the
used-product marketplace, and are influenced by price and
brand image. These analyses suggest that the average user
rating lacks validity as a measure of objective quality. One
potential objection to our analyses of market data is that
consumers may not view user ratings as purporting to cap-
ture objective quality. Consumers might not care whether
user ratings converge with Consumer Reports scores or
whether they predict resale values. Instead consumers may
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FIGURE 3

CONSUMER STUDY 1: WHY DO CONSUMERS CONSULT USER RATINGS AND REVIEWS?
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believe that user ratings are meant to capture other kinds of
information, like subjective aspects of the use experience,
product aesthetics, or other dimensions that are not amena-
ble to objective tests. We undertook a series of controlled
studies to examine the extent to which consumers rely on
the average user rating as a cue for objective quality. We
summarize the main findings of these studies here and pro-
vide the methodological details and results in online appen-
dix C.

In study 1, we asked consumers to list reasons why they
consulted online ratings and reviews for a subset of product
categories in our database. We also asked them to indicate
the reason that was most important to them. Objective di-
mensions covered by Consumer Reports were by far the
most common and most important reason (see Figure 3).
Another common reason was to learn about the price or
value of a product. Some consumers reported consulting
user ratings and reviews to learn about more subjective
evaluations but much less frequently. These results suggest
that consumers consult user ratings for vertically differenti-
ated product categories primarily to learn about technical
dimensions of quality that are amenable to objective tests
and are covered by Consumer Reports.

The goal of study 2 was to quantify consumers’ reliance
on the average user rating as a cue for quality and compare
it to reliance on other cues for quality. We asked con-
sumers to search for pairs of products on Amazon.com, in-
spect the product web pages, and then to judge which
product they thought Consumer Reports would rate higher
on a scale from 1 (product A would be rated as higher qual-
ity) to 10 (product B would be rated as higher quality). To
avoid any demand effects, we designed the search and

Subjective Other/Uncodable

Evaluation

Price/Value

rating task to be as realistic as possible, and we gave partic-
ipants no training and minimal instructions. Because the
products vary naturally in terms of average user ratings and
prices, we were able to test the relative influence of differ-
ences in average user ratings and differences in prices on
quality judgments. We also examined the extent to which
consumers used the number of user ratings as a direct cue
for quality. The number of user ratings is significantly re-
lated to Consumer Reports scores (see earlier). Moreover,
retailers frequently use promotional phrases such as “Over
10,000 Sold” because consumers may gain confidence
about the quality of a product simply by knowing that
many other consumers have purchased the product (“social
proof”’; Cialdini 2001). A large number of ratings may also
indicate that the product has staying power in the market,
another indication of quality. Thus it is plausible that con-
sumers believe that products with more ratings have higher
quality than products with fewer ratings.

For each product pair, we computed the difference be-
tween product A and product B in average user rating,
number of user ratings, and price. We collected this data
from the Amazon.com website right before launching the
study. It is important to note that while we collected these
three variables from the respective product web pages prior
to the study, participants were exposed to the full array of
information on the product web pages, thereby enhancing
external validity. To measure the extent to which the sam-
ple sizes for two products in a pair were sufficiently large
for the difference in average user ratings to be informative,
we computed the Satterthwaite approximation for the
pooled SE (hereafter referred to as “pooled SE”), which is
a function of the sample sizes and the variation in user
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ratings of products A and B (SEpyoleqa= \/ [(VARA/
Na)+ (VARg/Ng)]). A higher pooled SE indicates that
sample sizes are less sufficient.

We regressed consumers’ judgments of quality on (1)
the difference in average user ratings, (2) the pooled SE of
the difference in average user ratings, (3) the interaction
between the difference in average user ratings and the
pooled SE of the difference in average user ratings, (4) the
difference in the number of user ratings, and (5) the differ-
ence in prices. Quality judgments were more strongly re-
lated to differences in average user ratings than to
differences in prices and differences in the number of rat-
ings. Average user ratings uniquely explained 10.98% of
variance in quality judgments, more than two times as
much a price that uniquely explained 4.46%, and more
than five times as much as the number of ratings that
uniquely explained 2.05%. Moreover, reliance on the dif-
ference in average user ratings was not moderated by the
SE of the difference in average user ratings. Participants
did not weigh differences in average user ratings based on
sufficient sample sizes more than average user ratings
based on insufficient sample sizes when judging quality.
Regression results for this study, as well as consumer stud-
ies 3 and 4 (described later), are provided in Table 1.

To test the robustness of these results, we ran two addi-
tional studies similar to study 2. Study 3 used a correla-
tional design, as in study 2, but we used a generic quality
measure (rather than specifying Consumer Reports qual-
ity). We asked respondents to copy the values of the rele-
vant cues to a table before judging quality, and we added a
purchase intention question. The fourth study was similar,
but we used a true experimental design, where we orthogo-
nally manipulated the average rating, the price, and the
number of ratings. Results were very consistent across
studies 2, 3, and 4. First, consumers relied most heavily on
average user ratings, which was true regardless of whether
quality was defined as Consumer Reports quality or generi-
cally. Second, consumers did not moderate their reliance
on average user ratings depending on whether sample size
was sufficient or not. Third, in two of the three studies,
consumers also relied on price but much less so than on av-
erage user ratings. Finally, consumers did use the number
of ratings as a direct indicator of quality.

GENERAL DISCUSSION

Our analyses of market data together with the consumer
studies suggests a substantial mismatch between the objec-
tive quality information that user ratings actually convey
and the quality inferences that consumers draw. In the mar-
ketplace, price is the best predictor of objective quality, ex-
plaining 17 times as much variance in Consumer Reports
scores. In contrast, the average user rating is weighted
most heavily by consumers, explaining more than two
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times as much variance in quality judgments as price. Price
has been identified in the consumer research literature as
one of the most commonly used cues for quality (Rao and
Monroe 1989). Consumer advocates frequently warn con-
sumers not to assume that “they will get what they pay
for,” yet we are unaware of similar advice with regard to
user ratings. Moreover, although average user ratings cor-
respond less with actual Consumer Reports scores when
sample sizes are insufficient, consumers do not take this
into account when making quality inferences.

Recommendations for Consumers

Our findings suggest that the objective quality informa-
tion available in average user ratings is much weaker than
what consumers believe. This evidence comes from inter-
pretation of regression coefficients, which may not provide
a good intuition for the effect sizes at issue. In this section
we attempt to provide more intuitive benchmarks by pre-
senting an analysis based on pairwise comparisons of prod-
ucts in our database. Consider a consumer who is trying to
choose between two products in a category and observes
the distribution of user ratings for each product. We ad-
dress two questions: First, upon observing that one product
has a higher average rating than the other, how confident
can the consumer be that it also has a higher Consumer
Reports score? Second, independent of Consumer Reports
scores, how often are sample sizes sufficient to discrimi-
nate between the averages of the two distributions?

To address these two questions we determined all pair-
wise comparisons of products for each product category in
our data set. This resulted in 15,552 pairs of products (after
excluding pairs for which items have identical quality
scores and/or identical average user ratings). We binned
pairs according to the absolute magnitude of the difference
(using a bin width of 0.20 stars) and, for each of the bins,
calculated the proportion of times the item with the higher
average user rating received a higher quality score from
Consumer Reports. These proportions are indicated by the
solid line in Figure 4. Very few comparisons had rating dif-
ferences larger than two stars, so the data are only shown
for differences between zero and two stars, which accounts
for approximately 95% of the database. Averaging across
all comparisons, the correspondence between the average
user rating and Consumer Reports scores is only 57%.
When the difference in user ratings is smaller than 0.40
stars, correspondence is at chance (50%). This percentage
increases as the difference in user rating grows larger,
but the increase is modest and correspondence never
exceeds 70%.

A key result from the consumer studies is that con-
sumers do not moderate their quality inferences as a func-
tion of sample size and variability of ratings. This is a
problem because average user ratings based on insufficient
sample sizes have no correspondence with Consumer
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FIGURE 4

CONVERGENCE BETWEEN AVERAGE USER RATINGS AND CONSUMER REPORTS SCORES (PAIRWISE ANALYSIS)
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Reports scores. An important rule for any consumer evalu-
ating products based on the average user rating is not to
jump to a conclusion about relative quality if the difference
in averages could easily be due to chance and not due to a
true difference in the average user experience. To evaluate
how often sample sizes are sufficient to discriminate two
average user ratings, we conducted independent samples
t tests (assuming unequal variances) for each of the 15,552
product pairs. The ¢ test evaluates the probability of obtain-
ing a difference in average ratings this large, if in fact the
two sets of ratings were sampled from a parent distribution
with the same average. Prior to reporting results of this
analysis, an important caveat is in order regarding our use
of t-test analyses for addressing this issue. We noted in the
introduction that the people who rate products are a
nonrepresentative sample of the population of users. These
t tests reflect what a consumer can infer about this popula-
tion of review writers, not the overall population of users.
The statistics based on the 7-test analysis may not perfectly
reflect whether a difference is likely to exist in the overall
population of users. However, given that these biased sam-
ples are all the consumer has to work with, the ¢ test pro-
vides a reasonable evaluation of whether a difference in
average ratings is likely to reflect a meaningful difference
in use experience.

With this caveat noted, the difference between average
user ratings was at least marginally significant (p < .10) for
52% of pairs but nonsignificant (p > .10) for 48% of pairs.
Thus even using a liberal criterion of p < .10 for assessing
significance, approximately half the time a comparison be-
tween two average ratings does not clearly indicate a true
difference in the average use experience. Statistical signifi-
cance depends on the magnitude of the difference in aver-
age user ratings. As the difference grows larger, a smaller
sample size will suffice. Thus larger star differences should
be more likely to result in significant ¢ tests. This is in-
deed what we observe, as indicated by the dashed line in
Figure 4. When the difference in average user ratings is
smaller than 0.20 stars, there is only 2% chance that it is
statistically significant. As the difference in average user
ratings grows larger to 0.40 stars, this likelihood increases
to 32%. Although differences larger than one star are al-
most always statistically significant (97%), differences of
this magnitude are relatively rare (16% of comparisons).
This can be seen from the dotted line in Figure 4 that
shows the proportion of product pairs in each bin.

In light of these results, how should consumers change
their behavior? User ratings may have value in two ways.
First, they do correspond with objective quality scores
somewhat. Although the relationship is weak, it is
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substantially stronger when sample sizes are sufficient.
Consumers should avoid jumping to quality judgments
based on insufficient sample sizes. When sample sizes are
sufficient, consumers can learn something about objective
quality, but they should realize the information is far from
perfect and base their quality judgment on additional sour-
ces of evidence.

Second, our findings showed that ratings correlate posi-
tively with price and brand image, controlling for
Consumer Reports scores, and we know these variables
can positively influence the consumption experience
(Plassman et al. 2008). In light of this, when the average
rating is based on a sufficiently large sample size, but con-
tradicts the evaluations of expert testers like Consumer
Reports, a consumer needs to ask what she wants to opti-
mize. If she wants to optimize performance on technical di-
mensions and resale value, she should follow the experts.
If she wants to optimize short-term consumption utility,
she may be better off following the average user rating,
although we offer this possibility very tentatively. More re-
search is needed before reaching this conclusion.

Limitations and Future Research

One limitation of our analyses is that we only analyzed
quantitative star ratings while not considering narrative re-
views. There is recent evidence that narrative reviews do
contain useful information about product quality (Tirunillai
and Tellis 2014) and that consumers consult them
(Chevalier and Mayzlin 2006). Using textual analysis,
Tirunillai and Tellis (2014) found that narrative reviews
cover many of the same dimensions as Consumer Reports
and that the valence of the vocabulary used to describe per-
formance in narrative reviews correlates with Consumer
Reports scores. However, Tirunillai and Tellis (2014) rely
on an advanced statistical approach to analyze all reviews
in an unbiased way. There is reason to doubt that con-
sumers can extract this quality information from the narra-
tive reviews. Instead of processing all reviews in a
balanced way, consumers most likely rely on a limited sub-
set of reviews, those that are most recent, vivid, extreme,
emotional, and concrete (Reyes, Thompson, and Bower
1980). These reviews are not necessarily most diagnostic
of product quality. To give just one example, the review
ranked as most helpful at Amazon.com for the Britax
Frontier Booster Car Seat is titled “Saved both of my girls’
lives.” It was written by “luckymom” who recently experi-
enced a horrible accident in which both of her daughters
walked away with minor cuts and bruises. The mother
completely attributes the well-being of her children to the
quality of the Britax car seat. Although prospective car seat
buyers perceive this review to be highly informative, from
a scientific point of view it should in fact be discounted be-
cause the data point was obtained in an “experiment” with-
out a control group. Anecdotally, we have been told by
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several consumers that they read only the most negative re-
views prior to making a purchase decision in order to
gauge potential downsides of purchasing. Future research
might look at how often consumers read narratives, how
they integrate the narrative information with the quantita-
tive ratings, how they choose which narratives to read, and
whether the narratives help or hinder consumers’ quality
inferences. Our results show that whatever objective qual-
ity information is contained in the narrative reviews is not
reflected very well in the average user rating. This squares
with research by Tirunillai and Tellis (2012) showing that
text mining of narrative reviews can be used to predict
stock market performance in some cases, but the average
user ratings are not predictive.

A second limitation of our data is that it does not cover
the full range of products and services for which people
consult online user ratings. We restricted our analyses to
vertically differentiated product categories because it is
well accepted that quality can be defined objectively in
these categories and measured by experts. But online
ratings are also pervasive in the evaluation of more experi-
ential products like alcoholic beverages (e.g., winespecta-
tor.com) and services like restaurants (e.g., Yelp.com),
hotels (e.g., tripadvisor.com), and contractors (e.g., angie-
slist.com), and recent research shows that consumers do in-
deed rely on user ratings for experiential purchases,
although less so than for material purchases (Dai, Chan,
and Mogilner 2014). A general concern with ratings for
taste-based or horizontally differentiated goods is that
learning about the average taste may not be very useful be-
cause taste is heterogeneous. One way to get around this is-
sue, which some websites are doing (e.g., Netflix.com), is
to provide a tailored average rating, which weighs certain
ratings more than others (e.g., those by users deemed simi-
lar to the consumer based on transaction history).

The Role of Marketing in the New Information
Environment

We began the article by describing an emerging debate in
the consumer behavior literature pertaining to the large-
scale implications of changes in the information environ-
ment for consumer and business decision making. Simonson
and Rosen (2014) argue that we are entering an age of al-
most perfect information, allowing consumers to make more
informed choices and be influenced less by marketers.
Although we have reached a starkly different conclusion
with respect to the validity of user ratings and the appropri-
ateness of consumers’ quality inferences based on these rat-
ings, we would also like to highlight an area of agreement.
We agree that the consumer information environment has
changed dramatically and that these changes are having per-
vasive effects on consumer behavior. We are also sympa-
thetic to the possibility that the direct influence of
marketing may be waning. For instance, the price—quality
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heuristic is one of the most studied phenomena in consumer
behavior and yet, price is overshadowed as a cue to quality
when user ratings are also available (see consumer studies
2, 3 and 4). This suggests that the findings from this litera-
ture need to be revisited given the rise of online shopping.
More generally, many traditional consumer research topics
need to be updated. Thus we strongly support the call by
Simonson (2015) and others that consumer researchers start
tackling issues pertaining to how consumer behavior is
changing in the new information environment.

Although we agree in broad terms about these effects,
we disagree on the specific claims. For the vertically dif-
ferentiated product categories we have studied, user ratings
are far from conveying nearly perfect information about
objective quality. Consumers do not make appropriate
quality inferences from ratings, instead jumping to strong,
unjustifiable conclusions about quality while underutilizing
other cues like price. Moreover, user ratings seem to be
colored by brand image, suggesting that a new, indirect
route of marketing influence is emerging; brand image in-
fluences consumers through their effect on user ratings.
Thus while the direct influence of marketing may be wan-
ing due to the proliferation of new sources of information,
this does not protect consumers from marketing influence.
In fact, this indirect route might be more insidious in
the sense that traditional marketing appeals trigger persua-
sion knowledge (Friestad and Wright 1994) while user
ratings do not.

We conclude that although the information environment
is changing, the psychological processes that lead con-
sumers to give higher evaluations to premium brands, en-
gage in motivated reasoning when reviewing a product,
ignore sample size when making inferences or fall victim
to illusions of validity, remain the same. In other words,
imperfect people stand in the way of the age of perfect
information.

DATA COLLECTION INFORMATION

The market data were collected according to procedures
described in the article. The data for the pilot study used to
provide evidence that the product categories are perceived
as relatively vertically differentiated were collected by a
research assistant under supervision of the authors. The
camelcamelcamel.com data set was scraped by a third-
party contractor according to specifications of the authors.
The usedprice.com data set was collected by a research as-
sistant under supervision of the authors. Brand perception
measures were provided to the authors by a major market-
ing research firm. Data for consumer studies 1 to 4 (re-
ported in detail in online appendix C) were collected by a
research assistant under supervision of the authors. All data
were analyzed by all authors.
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